Monte Carlo implementation of density-functional theory
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We propose a conceptually easy and relatively straightforward numerical method for calculating the ground-state properties of many-particle systems based on the Hohenberg-Kohn theorems. In this “density-functional Monte Carlo” method a direct numerical minimization of the energy functional is performed by a Monte Carlo algorithm in which the density is simulated by a distribution of Bernoulli walkers. The total number of particles is conserved by construction, unlike for other implementations of density-functional theory. The feasibility of the method is illustrated by applying it to a nanoshell.
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I. INTRODUCTION

Implementations of density-functional theory1 (hereafter denoted as DFT) are widely used in chemistry and physics2,3 to find ground-state properties of systems of interacting particles, including properties of metallic nanoshells4,5 discussed in this article because of their interesting applications. Although widely used, the existing implementations show some practical problems. These problems, and the proposed solution to them, can only be understood from the basics of DFT, which we therefore first briefly repeat.

A. The Hohenberg-Kohn theorems

The theory originates from two theorems proven by Hohenberg and Kohn1,2 concerning the ground state of interacting particles in an external potential v(r). The first theorem states that the full many-particle ground state is a unique functional of the particle density n(r), at least for nondegenerate ground states and up to an arbitrary constant for v(r). An important aspect of this theorem is the one-to-one correspondence between the particle density distribution n(r) and the value of the energy functional

\[ E_v[n(r)] = \int v(r)n(r) \, dr + F[n(r)] \]  
(1)

in which \( F[n(r)] \equiv \langle \Psi | T + \hat{U}_{ee} | \Psi \rangle = T[n] + U_{ee}[n] \) is the expectation value of the kinetic and the interaction energy operators \( \hat{T} \) and \( \hat{U}_{ee} \) in the many-particle state \( | \Psi \rangle \). Obviously, if the functional (1) is evaluated in the ground-state density \( n_{GS}(r) \), it yields the ground-state energy \( E_{GS} = E_v[n_{GS}] \). Less obvious is the second Hohenberg-Kohn theorem. It states that the energy functional \( E_v[n] \) has as its minimum value the correct ground-state energy associated with \( v(r) \) if the number of particles \( N[n] \equiv \int n(r) \, dr \) is kept constant:

\[ \min_{n(r)} E_v[n(r)] \bigg|_{n(r) = N} = E_v[n_{GS}(r)]. \]  
(2)

The Hohenberg-Kohn theorems formally justify that the particle density \( n(r) \) can be used as the basic ingredient in solving quantum-mechanical many-particle ground-state problems, as was assumed in the (extended) Thomas-Fermi theory.6,7

B. Existing implementations and their practical problems

In current implementations of DFT, the constraint of a fixed number of particles is taken care of by minimizing the functional

\[ \Lambda[n(r), \lambda] = E_v[n] - \lambda \left( \int n(r) \, dr - N \right), \]  
(3)

which leads to the Euler equation

\[ \frac{\delta E_v[n(r)]}{\delta n(r)} = \lambda, \]  
(4)

where \( \lambda \) is a Lagrange multiplier, to be determined such that \( \int n(r) \, dr = N \).

A widespread methodology to realize this minimization was developed by Kohn and Sham8 in the ansatz

\[ F[n] \approx T_i[n] + E_{\text{coul}}[n] + E_X[n] + E_C[n], \]  
(5)

in which \( T_i[n] \) denotes the kinetic energy of noninteracting particles, \( E_{\text{coul}}[n] \) the direct Coulomb interaction, \( E_X[n] \) the exchange energy, and \( E_C[n] \) the correlation energy which contains all quantum-mechanical many-particle effects not included in the other terms. Kohn and Sham noticed that in this ansatz Eq. (4) is evaluated for noninteracting and interacting particles, the resulting equations are formally the same. Based on the fact that the former system can be described by the solutions of single-particle Schrödinger equations, Kohn and Sham developed a self-consistent scheme in which “effective” single-particle Schrödinger equations are solved,

\[ \left( -\frac{1}{2} \nabla^2 + v_{\text{eff}}(r) \right) \psi_i(r) = \epsilon_i \psi_i(r) \]  
(6)

with

\[ v_{\text{eff}}(r) = v(r) + v_{\text{coul}}(r) + \frac{\delta E_X[n(r)]}{\delta n(r)} + \frac{\delta E_C[n(r)]}{\delta n(r)}, \]

where the particle density is constructed from the orbitals, \( n(r) = \sum_{i=1}^{N} | \psi_i(r) |^2 \), and the direct Coulomb potential is calculated from the particle density using the Poisson equation \( V \cdot [\varepsilon(r)V v_{\text{coul}}(r)] = 4\pi n(r) \). In this approach, \( T_i[n] \) is calculated as the sum of the single-particle kinetic energies. The energy eigenvalues \( \epsilon_i \) are in fact Lagrange multipliers, resulting from the condition that the \( N \) effective single-particle wave functions are orthonormal. Because \( N \) single-particle Schrödinger equations have to be solved self-consistently, this orbital method becomes exceedingly demanding if \( N \)
increases, except if a sufficiently large reduction of the number of orbitals is possible by symmetry arguments, e.g., in crystals.

For systems that are too large for the Kohn-Sham approach, one nowadays aims at solving Eq. (4) as directly as possible. However, apart from rather well investigated expressions for $E_x[n]$ and $E_C[n]$, as needed in the Kohn-Sham scheme, one needs an expression for the kinetic energy functional. Hitherto, no expression has been found for which the results are as satisfactory as those of Kohn-Sham calculations and the research for more adequate functionals is ongoing.8–12

A second problem is that a correct inclusion of quantum-mechanical many-particle effects and realistic potentials can lead to nontrivial differential, integral, or integrodifferential equations which often can only be solved with additional approximations. Furthermore, somewhat artificial precautions are required to guarantee that the particle density remains non-negative everywhere. Finally, an input value for the Lagrange multiplier $\lambda$ is needed. This constant is being related for atoms to the negative of the first ionization energy and for solids to the chemical potential.13 Even if one accepts this interpretation also in case approximate functionals are used, the need for such an external input parameter limits the applicability of the method to systems for which it is known from experiment or from other calculations.

II. THE METHOD

As an implementation of DFT that overcomes all but one of the above-mentioned problems, we propose a direct numerical minimization of the energy functional—without the detour over Eqs. (3) and (4)—by a Monte Carlo algorithm in which the density is guaranteed to be non-negative in the entire domain and the number of particles is kept constant by construction. This “density-functional Monte Carlo” (DFMC) method is a pure implementation of the Hohenberg-Kohn theorems (1) and (2). Like more conventional orbital-free DFT methods, the results of DFMC are currently less accurate than those of Kohn-Sham calculations because of the lack of an adequate expression for the kinetic energy functional. This is especially true for small systems. Therefore, the DFMC method is at this moment mainly useful for systems that are too large for orbital-based calculations, e.g., nanoshells,14 as discussed in this article, stellar matter,15 quantum dots,16 and other confined systems.17 When more accurate functionals become available, the quality of the results will increase because the DFMC method is not restricted to the density-functional forms that exist at this moment. Then the DFMC method can be used also for smaller systems.

The DFMC method which we propose to implement the Hohenberg-Kohn theorems directly follows the standard Monte Carlo procedure:

1. Construct a trial distribution.
2. Modify the distribution.
3. Accept or reject the new distribution depending on the corresponding energy.
4. Repeat steps 2 and 3 until a minimum value of the energy is found.

In DFMC calculations the density distribution of a system is simulated by entities (“walkers”) on a mesh, that can, for example, be an equidistant grid. For an interval characterized by the indices $\{j, k + 1\}$ in each direction $\alpha$, there exists a one-to-one correspondence between the particle density $n_j$ and the number $(N_{iw})_j$ of walkers in the interval volume $V_j$, which is given by the relation

$$n_j = \frac{N}{N_{iw}} \frac{(N_{iw})_j}{V_j} \tag{7}$$

with $N_{iw}$ being the total number of walkers. The procedure is initiated by generating an initial walker distribution, drawn according to a trial density profile $n_{\text{trial}}(r)$ of the particles. The number of mesh points as well as the number of walkers should be sufficiently high as to describe the underlying physics with a satisfactory accuracy.

The density profile is changed by letting the walkers diffuse over the mesh: in a step $k$ a walker is moved to a neighboring mesh point with equal probability in each direction. We have chosen to describe this diffusion process by Bernoulli walks rather than by Gaussian deviates because of the easy bookkeeping of the corresponding density changes. Unlike more conventional orbital-free DFT, the condition $n(r) \geq 0$ is automatically satisfied since no walker is moved from an interval with zero concentration.

After each step $k$ the energy difference $\Delta E^{(k)} = E^{(k)}[n^{(k)}(r)] - E^{(k-1)}[n^{(k-1)}(r)]$ between the energy of the new density profile $n^{(k)}(r)$ and that of the previous one, $n^{(k-1)}(r)$, is calculated. To calculate the functional, any appropriate integration method can be used. If $\Delta E^{(k)} \leq 0$, the new density profile $n^{(k)}(r)$ is accepted. If $\Delta E^{(k)} > 0$, the new density profile is accepted with probability $P_{\alpha}$, which gives the possibility of escaping from local minima. This acceptance probability can be constructed by simulated annealing18 or as a threshold acceptance.19,20 The system configuration is allowed to stabilize by gradually lowering the acceptance probability $P_{\alpha}$. In order to fulfill the condition of the second Hohenberg-Kohn theorem that the number of particles has to be constant, no branching or killing accelerators, as often used in the quantum Monte Carlo method, are applied. Despite the introduction of a probability $P_{\alpha}$ for accepting moves with increasing energy, the possibility of ending up in a local minimum cannot be excluded. Therefore several minimization runs have to be performed.

III. APPLICATION TO A NANOSPHERE

We developed this density-functional Monte Carlo method in order to calculate the ground-state density and work function of a metallic nanoshell.14 This spherical symmetric core-shell nanosize particle can be used in, e.g., biomedicine21 and high-pressure measurements.22

For the calculations we used the following model and system parameters. In the shell the conduction electrons are considered to move in a uniform neutralizing background with density $\rho_n = 3/(4\pi r_s^3)$ with $r_s$ being the Wigner-Seitz radius. Realistic shell parameters were considered. The core radius of the nanoshell was taken to be $R_c = 40$ nm, the shell radius $R_s = 55$ nm, the relative permittivity of all layers $\varepsilon = 1$, and the shell was considered to be gold with Wigner-Seitz radius $r_s = 3$. With these parameters the number of conduction electrons is of the order of $N \sim 26 \times 10^6$, which is beyond the scope of Kohn-Sham calculations. Because of
the spherical symmetry of the system, the density is only radially dependent, \(n(r) = n(r)\), and the problem can be treated quasi-one-dimensionally. We used a radial mesh with intervals characterized by an index \(j\) which represent a three-dimensional volume \(V_j = 4\pi r_j^3/r_{j+1}^3 / 3\), with 20 mesh points per nm. All expressions below are given in atomic units.

We used 100,000 walkers to construct a density profile and started with an almost homogeneous electron concentration in the shell. This initial density profile resembles the results obtained by Kohn-Sham calculations\(^4\) for small nanoshells, which we consider as a benchmark and which show an almost homogeneous distribution in the shell with a small spill-out into the core and the environment.

At present there exist many approximate expressions for (the parts of) the universal functional \(F[n]\), Eq. (5); see, e.g., Refs. 3 and 11 and references therein. Because the discussion regarding which functional is most suitable for a given system is far beyond the scope of this proof-of-concept article, we limited the calculations to the basic local-density approximation for \(F[n]\). For the kinetic energy per volume \(E_T[n]\) of the noninteracting electrons we considered the Thomas-Fermi expression \(E_T[n] = (3/10)(3\pi^2)^{2/3}/n^{1/3}\), and the exchange energy density was taken to be the Hartree-Fock result\(^5\)
\[E_X[n] = -(3/4)(3\pi^2)^{1/3}/n^{5/3}\]. For the correlation contribution we used the combination proposed in Ref. 24 and used in Ref. 4 within the high-density limit [local Wigner-Seitz radius \(r_s(r) \leq 1\)] \(E_C = [A \ln(r_s) + B + C r_s \ln(r_s) + D r_s r_s] n^{1/3}\) with\(^\text{25}\)
\[A = 0.0311, \quad B = -0.048, \quad C = 0.0020, \quad \text{and} \quad D = -0.0116,\]
and for densities corresponding to \(r_s(r) \geq 1\) the expression \(E_C = \gamma n^2 \left[1 + \rho_1 (\rho_1 + \rho_2) r_s^2 \right]\) with\(^\text{26,27}\)
\[\gamma = -0.1423, \quad \rho_1 = 1.0529, \quad \text{and} \quad \rho_2 = 0.3334.\]

The Hartree contribution \(E_H[n] = \frac{1}{2} \int \rho_{exc}(r) \phi_H(r) \, d\mathbf{r}\) was calculated from the excess charge density \(\rho_{exc}(r) = \rho_0 - n(r)\) and from the closed form for the Hartree potential \(\phi_H(r)\) of a spherical symmetric system with \(\varepsilon = 1\):
\[\phi_H(r) = \int_r^{\infty} \frac{\rho_0 - n(r')}{2\pi} \rho_{exc}(r') \, r' \, dr'.\]

Because of the rather dense mesh, a simple trapezoidal rule was used to integrate the energy density.

The parameters for the minimization procedure were chosen based on a run with a fixed acceptance probability \(P_a = 0.5\) which is shown in Fig. 1. We started the actual calculations with \(P_a = 0.5\) and, based on Fig. 1, we decided to lower the acceptance probability with a power \(1/0.6\) every 2000 iterations. The minimization run was ended if the threshold reached a value less than 0.001 and for 1000 iterations no lower energy minimum was found. With these parameters one minimization run, written in FORTRAN, took about one minute on a 64-bit desktop (AMD dual core running at 3.0 GHz). We performed 150 runs of which the calculated energy minima are shown in Fig. 2. The outliers on this figure are attributed to local minima. In averaging for a final result, we excluded outliers on the figure result from minimization runs ending up in a local minimum.

![FIG. 1. (Color online) Minimization run with a fixed threshold probability \(P_a = 0.5\) to illustrate the time scale of a minimization in order to derive adequate minimization parameters. Dashed black line: minimum energy found after the indicated number of iterations. Full red line: last accepted energy of the iteration. One iteration consists of a sweep over the mesh with a possible move of one walker in each interval.](#)

![FIG. 2. Minimum energies found in 150 minimization runs. The outliers on the figure result from minimization runs ending up in a local minimum.](#)

![FIG. 3. (Color online) Calculated ground-state density of a nanoshell with \((R_C, R_S) = (40.55, 55.5)\) nm from averaging over 78 retained run results corresponding to the global minimum. The relative error is of the order \(10^{-5}–10^{-3}\), which results in error bars that are not visible in the figure.](#)
all results with a minimum energy above the median so that no local minima are included.

To determine the work function $W$, we calculated the ionization energies $E_{\text{ionization}}$ due to the removal of from one to six walkers. Observing a quadratic dependency of these ionization energies as a function of the number of removed electrons $\Delta N$ and taking into account that $E_{\text{ionization}}(\Delta N = 0) = 0$, we fitted these six calculated points to the function $E_{\text{ionization}}(\Delta N) = b \times (\Delta N) + c \times (\Delta N)^2$ with the least-squares method. The high $\chi^2$ probability $Q = 0.9999$ of the fit confirmed that $E_{\text{ionization}}(\Delta N)$ is quadratic. The work function was then calculated as $W = E_{\text{ionization}}(\Delta N = 1)$ and its standard deviation as $\sigma_W = \sqrt{\sigma_b^2 + \sigma_c^2 + 2 \text{cov}(b,c)}$ with $\text{cov}(b,c)$ being the covariance between the parameters $b$ and $c$.

Based on the median of the minimum energies from the 150 runs, 78 results were retained for averaging. For the work function of the nanoshell under consideration we found a value of $W = (2.23 \pm 0.10)$ eV. Given the relatively large dimensions of the nanoshell, its work function can be expected to be of the order of the bulk work function of gold, which measured values lie in the range $[5.31 - 5.47]$ eV depending on the crystal face being measured.\(^2\) The calculated work function of several eV thus has indeed the correct order of magnitude. The difference with the experimental value can be attributed entirely to the used model for the background and the approximate form of the kinetic energy functional. Kohn-Sham calculations for a flat surface, based on the uniform background model with $r_s = 3$ and the same expression for the exchange and correlation energy, result in a work function\(^3\) $W = 3.35$ eV, which is also a few eV lower than the experimental bulk value. Furthermore, orbital-free calculations for a flat surface with the Thomas-Fermi kinetic energy and with the same parameters for $r_s$ and the exchange and correlation energy, lead to a work function value\(^3\) of $W = 2.11$ eV. Expecting a somewhat higher work function for the nanoshell because of confinement, we consider the DFMC value for the work function to be consistent with the calculations performed for a flat surface. The difference with experiment is thus not due to the used method but due to the used approximations. Note that the work function, a quantity of the order of a few eV, is obtained from the total energy of a system, a quantity with a magnitude of several $10^7$ eV. This shows that the Monte Carlo calculations reach an acceptable level of accuracy for the energy.

The resulting density is shown in Fig. 3. For further verification of the results, we have applied the DFMC method to a nanoshell with $(R_C, R_S) = (55,95)$ a.u. for which Kohn-Sham calculations were performed in Ref. 4 with the same approximations for the background and for the exchange and correlation energy as used in this article. Comparison of our results in Fig. 4 with the results of the Kohn-Sham calculations\(^3\) show that the resulting density profile is globally the same: almost homogeneous inside the shell with a spill-out into the core and the environment which is of comparable accuracy in both treatments. The observable differences can be entirely attributed to the different treatment of the kinetic energy in both approaches.

**IV. CONCLUSION**

We conclude that density-functional Monte Carlo (DFMC) is a relatively simple method for calculating the ground-state properties of rather large many-particle systems which overcomes several problems in existing implementations of density-functional theory. We show that the DFMC method allows one to treat spherical nanoshells with realistic dimensions, which are inaccessible to orbital-based DFT methods, by calculating the ground-state density and the work function of a nanoshell that contains about $3 \times 10^7$ conduction electrons.
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