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Abstract

Quantitative annular dark field scanning transmission electron microscopy (ADF STEM) has become a powerful technique to characterise nano-particles on an atomic scale. Because of their limited size and beam sensitivity, the atomic structure of such particles may become extremely challenging to determine. Therefore keeping the incoming electron dose to a minimum is important. However, this may reduce the reliability of quantitative ADF STEM which will here be demonstrated for nano-particle atom-counting. Based on experimental ADF STEM images of a real industrial catalyst, we discuss the limits for counting the number of atoms in a projected atomic column with single atom sensitivity. We diagnose these limits by combining a thorough statistical method and detailed image simulations.
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1. Introduction

The physical and chemical properties of nano-particles are controlled by their exact three-dimensional (3D) morphology, structure and composition. Therefore, characterisation techniques are required to determine the arrangement of all atoms in 3D. Atom-counting using ADF STEM has been shown to be of great efficiency to help characterise the 3D atomic structure when analysing multiple images taken from different crystallographic orientations [1, 2] or even when investigating single images [3, 4]. Atomic resolution ADF STEM images are indeed highly sensitive to the number of atoms [5, 6] and can therefore be used to count the number of atoms in each projected atomic column [7–10]. So far, atom-counting has mainly been demonstrated on model systems which are relatively stable under the incoming electron beam. The purpose of this paper is to elucidate the experimental constraints on the atom-counting reliability which become extremely important when looking at more beam sensitive systems. Therefore, ADF STEM experiments are conducted on a real industrial bimetallic catalyst providing a severe characterisation challenge because of its beam sensitivity and limited size. The inherent limitations of the atom-counting method discussed by De Backer et al. [10] are clearly illustrated by the analysis of the experimental data presented here.

So-called scattering cross-sections, measured from the total intensity of scattered electrons for each atomic column, have been shown to be a very
successful performance measure to count the number of atoms in an atomic column from a single STEM image [7, 9–12]. This measure monotonically increases with the number of atoms in an atomic column in contrast to peak intensities which saturate beyond a certain thickness [13]. Furthermore, scattering cross-sections are robust to many imaging parameters, in particular those that control probe size [13, 14]. These quantities can either be calculated by summing the collected scattering to the ADF detector from probe positions that correspond to a feature [13], or can be obtained by fitting a parametric model of Gaussian peaks to the atomic columns in the experimental image [15]. The volumes under the estimated Gaussian peaks then correspond to the scattering cross-sections [10, 12].

In the literature, two different approaches for atom-counting based on scattering cross-sections are proposed. The first method uses libraries of simulated scattering cross-sections which can be compared to normalised experimental scattering cross-section values [13]. Although this approach is straightforward, it critically depends on accurate knowledge of the experimental detector settings and a-priori structure information. In practice, these parameters require careful measurement or calibration and are not always available, hence limiting the applicability of this method to count the number of atoms. The second method extensively uses statistical techniques to interpret scattering cross-sections [1, 9, 10]. This method can be used without prior knowledge concerning the structure, is independent of image simulations, and provides the percentage of atomic columns for which the number of atoms is identified with single atom sensitivity. However, as discussed by De Backer et al. [10], the reliability of the method depends on
different parameters which can be linked with the quality of the recorded images, such as total number of atomic columns in the experimental STEM image, the number of columns having a different number of atoms, and the amount of noise. In the paper of Van Aert et al. [9], it is shown that only through a combination of the library- and statistics-based method, being completely independent of each other, one is able to count atoms with trustworthy single-atom sensitivity. Here, we will show that this combined method allows us to diagnose limits of atom-counting and to investigate the effect of dose, sampling, background behind the particle of interest, tilt, and sample geometry. The latter parameters become important when studying industrially catalyst particles such as the Pt/Ir mixed alloy nano-particles supported on carbon black discussed in this paper.

The article will be organised as follows. In section 2, the material under study as well as the experimental and simulation details are presented. The methodology to count the number of atoms of a nano-structure is illustrated in section 3. Our findings for atom-counting conducted on catalytic particles are discussed in section 4. Finally, in section 5, conclusions are drawn.

2. Experiment and simulations

Bimetallic nano-particles have shown promise for hydrogen fuel-cell applications; not only do they provide a reduction in the amount of platinum used but they have also demonstrated a significantly higher catalytic activity. Pt/Ir particles in particular show improved resistance to CO poisoning, a by-product in the reforming of hydrocarbons to H₂ gas [16]. The Pt/Ir particles were supported on 3-dimensional carbon black support and received in
powder form dusted onto a carbon coated copper grid. Images were taken at the QuAntEM, a double corrected FEI Titan\(^3\) working at 300 kV with a 20.2 mrad semi-convergence angle under different dose conditions as shown in Fig. 1. The ADF detector ranges from 35 to 190 mrad corresponding to a camera length of 145 mm. For unique atom-counting results, we require a monotonic increase for the scattering cross-sections with thickness. In [17], we show that for small enough particles, such as in this study, a lower ADF detector inner angle is preferred for atom counting because of the higher detected signal for a given incident electron dose. Although coherent contributions are present in the detected signal, a monotonic increase in scattering cross-section is observed for this ADF detector collection range. Furthermore, the scattering cross-sections are robust to tilt when using a lower ADF detector inner angle.

![Figure 1: Normalised ADF STEM images of an Pt/Ir particle together with the experimental conditions (dwell time \(\tau\), pixel size \(dx\), and incoming electron dose \(d\)).](image)

The experimental images were normalised with respect to the incident beam [18, 19] in order to be comparable to image simulations. Image sim-
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration voltage</td>
<td>300 kV</td>
</tr>
<tr>
<td>Defocus $C_1$</td>
<td>0 nm</td>
</tr>
<tr>
<td>Spherical aberration $C_s$</td>
<td>406 nm</td>
</tr>
<tr>
<td>Convergence angle $\alpha$</td>
<td>20.2 mrad</td>
</tr>
<tr>
<td>Inner detector angle</td>
<td>35 mrad</td>
</tr>
<tr>
<td>Outer detector angle</td>
<td>190 mrad</td>
</tr>
<tr>
<td>FWHM of the source image</td>
<td>0.7 Å</td>
</tr>
<tr>
<td>Debye-Waller factor</td>
<td>0.384 Å$^2$</td>
</tr>
<tr>
<td>Pixel size</td>
<td>0.1154 Å</td>
</tr>
<tr>
<td>Zone axis</td>
<td>[110]</td>
</tr>
<tr>
<td>Number of phonon configurations</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1: Parameters for the frozen lattice simulation of Pt.

Simulations were performed using the StemSim software [20] under the frozen lattice approach. The simulation settings are listed in Table 1. Since the difference in atomic number only equals 1 for the two elements in the bimetallic nano-particle, the simulated scattering cross-sections of Ir ($Z = 77$) and Pt ($Z = 78$) differ less than 3% up to 15 atoms in a projected atomic column and therefore for purposes of the analysis presented here they can be treated as being monometallic.
3. Methodology

3.1. Background subtraction

If a spatially-varying background originating from e.g. the carbon support is present in the image, this background has to be subtracted since ignoring it may lead to errors in the quantitative atom-counting results. To account for the image intensity contribution of such a carbon support under the sample, a mask can be generated which contains the region of interest for quantification, i.e. the nano-particle. The intensity outside this mask represents the contribution from the support only and will be used to estimate the values within the mask using a technique known as in-painting. For small areas, and where the support does not contain abrupt changes the simplest form of in-painting, known as iterative Gaussian-blurring or isotropic diffusion, can be used [21].

3.2. Statistics-based atom-counting

In this paragraph, the procedure to count the number of atoms using the statistics-based method [9, 10] is revised and illustrated using image D of Fig. 1. Using statistical parameter estimation theory, the scattering cross-sections can be quantified atomic column-by-atomic column by fitting an empirical imaging model to (background subtracted) experimental images [10, 12, 15]. This empirical imaging model consists of a sum of Gaussian peaks describing the atomic column intensities:

\[
f_{kl}(\theta) = \sum_{n=1}^{N} \eta_n \exp \left( -\frac{(x_k - \beta_{x_n})^2 - (y_l - \beta_{y_n})^2}{2\rho^2} \right)
\]

(1)

where \( \theta = (\beta_{x_1}, \ldots, \beta_{x_N}, \beta_{y_1}, \ldots, \beta_{y_N}, \rho, \eta_1, \ldots, \eta_N) \) \( T \) are the unknown structure parameters with \( \rho \) the width of the Gaussian peak, \( \eta_n \) the height of the
nth Gaussian peak, $\beta_x$ and $\beta_y$, the $x$- and $y$-coordinate of the $n$th atomic column, respectively, and $N$ the total number of analysed atomic columns. The unknown parameters $\theta$ of the model are estimated in the least square sense. The estimated scattering cross-sections $V_n = 2\pi\eta_n\rho^2$ then correspond to the volumes under the estimated Gaussian peaks. The fitted model for the background subtracted version of image D is shown in Fig. 2(a). The model is in excellent agreement with the experimental data demonstrating its good quality. Next, the estimated scattering cross-sections can be visualised in a histogram in Fig. 2(b). Ideally, this histogram would consist of isolated peaks. However, due to a combination of instabilities of the microscope and sample, and noise effects, the components are smeared out. Therefore, the estimated scattering cross-sections are regarded as a statistical draw from an unknown probability distribution consisting of a superposition of Gaussian components, the so-called Gaussian mixture model:

$$f_{\text{mix}}(V_n; \Psi_G) = \sum_{g=1}^{G} \pi_g \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{(V_n - \mu_g)^2}{2\sigma^2} \right)$$

This model defines the probability that a specific scattering cross-section value $V_n$ would be estimated for a particular atomic column $n$. The vector $\Psi_G = (\pi_1, \ldots, \pi_{G-1}, \mu_1, \ldots, \mu_G, \sigma)^T$ contains the unknown parameters $\pi_g$, $\mu_g$, and $\sigma$ being the mixing proportion of the $g$th component, the mean scattering cross-section of the $g$th component, and the width of the components, respectively. The parameters $\Psi_G$ can be estimated from the experimental scattering cross-sections using the maximum likelihood estimator for a given number of components $G$ [1, 9, 10, 22]. In practice, the value of $G$ is unknown and has to be inferred from the available scattering cross-sections as
well. The number of significant components, i.e. the model order $G$, can be retrieved by evaluating the so-called integrated classification likelihood (ICL) criterion, which is shown in Fig. 2(c). This order selection criterion balances the model fit against the model quality. Indeed, the model fit will typically improve for increasing number of components and more details in the available set of scattering cross-sections will be described. However, for high-order models, these details are random and as a consequence the model quality will degrade with the model order. The estimated model order is given by the number of components for which ICL reaches a minimum, which is arrowed in Fig. 2(c). In practice, this minimum often corresponds to a local optimum rather than to a global optimum [10]. Fig. 2(b) shows the estimated Gaussian mixture model. Based on this estimated probability distribution, the number of atoms in a particular projected column can be identified by assigning each scattering cross-section to the component of the mixture model with the largest probability to generate this scattering cross-section. The atom-counts for every column of the nano-particle are shown in Fig. 2(d).

4. Results and discussions: single atom sensitivity for atom-counting?

In section 3, it is explained and illustrated how measurements for the scattering cross-sections can be obtained atomic column-by-atomic column and how these values can be converted into numbers of atoms. The ultimate goal is to obtain atom-counting results with high precision and high accuracy which are both necessary conditions to conclude single atom sensitivity. High precision can be observed from the Gaussian mixture model when there is nearly no overlap between neighbouring components, such as in Fig. 2(c)
Figure 2: (a) Fitted model of image D (Fig. 1). (b) Histogram of the scattering cross-sections of the atomic columns. The black curve shows the estimated mixture model; the individual components are shown as coloured curves which correspond to the colours for the number of atoms in (d). (c) ICL evaluated as a function of the number of Gaussian components in a mixture model. (d) Number of atoms per column.

for image D. High accuracy can be confirmed when comparing the results of the statistics-based atom-counting method with library values from detailed image simulations. So far, atom-counting has been demonstrated on model systems, which are relatively stable under the incoming electron beam, and this procedure promises single atom sensitivity [9]. In this section, the accuracy of the atom-counting results is investigated for the catalyst of Fig. 1 for which the characterisation is more challenging because of the beam sensitivity and the limited size of the particles. Different parameters which affect the reliability of the atom-counting results are studied.

4.1. Effect of background subtraction

From Fig. 1 it can be seen that a spatially-varying background is present in the images. This background has been subtracted following the method
described in paragraph 3.1. In Fig. 3, the effect of the background subtraction on the atom counts is illustrated. Fig. 3(a) shows the difference map of the atom counts per atomic column with and without background subtraction and Fig. 3(b) shows the vertically averaged mean error in atom counts. Ignoring the spatially-varying background clearly leads to a counting error of ±1 atom. This type of error thus results from bias of the estimated scattering cross-sections caused by model misspecification [23]. The subtracted background represents the carbon support and is shown in Fig. 3(c). As expected, the reconstructed carbon-ramp corresponds to the mean error in atom counts of Fig. 3(b).

![Figure 3](image)

Figure 3: (a) The error observed when the carbon intensity is not considered. (b) Vertically averaged error. (c) The observed carbon contribution in the background-only image.

4.2. Comparison with simulations

In order to check the accuracy, the estimated mean scattering cross-sections of the components are compared with the library values from the detailed image simulations for this experiment. The library values are shown for Pt, the values for Ir are not plotted on this graph since they cannot be distinguished from the scattering cross-sections of Pt up to 15 atoms. From Fig. 4, where the library values are shown for Pt, it can be seen that for image D an excellent match has been found between the estimated mean scatter-
ing cross-sections from the experiment and the simulated values within the expected 5–10 \% error range proving that the number of components when using the ICL criterion as well as the locations of these components in Fig. 2(c) are accurately determined. Slight deviations cannot be avoided because of remaining uncertainties in the microscope settings and practical limitations to fully take the complex dependence of the Debye-Waller factor on both the particle’s size and its different behaviour for surface atoms as compared to bulk-like atoms into account [24–26].

Similar analyses were performed for images A, B, and C and their results are also shown in Fig. 4. A mismatch between the estimated and simulated scattering cross-sections can be observed for image C, but is apparent and most pronounced for images A and B. For these images, the number of components in the probability distribution is considerably underestimated. Based on a comparison with the library values, 13 and 15 components are expected for image A and B, respectively. In the following paragraphs, the origin of the mismatch of images A, B, and C with the library values are discussed.

Figure 4: Overview of the analysed data in comparison with the simulations.
4.3. Effect of sample mis-tilt

The slight mismatch of image C from the simulated curve in Fig. 4 stems from a small sample mis-tilt [13]. This can be understood from electron channelling. This phenomenon, where an aligned column of atoms parallel to the incident beam direction exhibits a small lensing effect on the beam, causes a column of atoms to have a larger scattering cross-section than the sum of the individual scattering cross-sections of its constituent atoms [13]. This results in a percentage loss in scattering cross-section for small sample mis-tilts away from a low order zone axis. The mis-tilt measured based on a geometry calculation and the ellipticity of the column equals 31.6 mrad for image C. Based on image simulations, this corresponds to \( \sim 7\% \) loss of cross-section which is in agreement with the results shown in Fig. 4. One should be particularly aware of this effect for beam sensitive samples which are liable to reconstruct and rotate under the beam.

4.4. Effect of sampling

The effect of sampling on the atom-counting results is considered since the pixel size of image A and B is double the pixel size (half the magnification) of image D, as can be seen from Fig. 1. Consequently, the number of sampling points in image A and B is half as many with respect to image D. From E et al. [13], it is shown that pixel size has no effect on the scattering cross-sections in the absence of noise. Here, the effect of sampling on the atom-counting analysis is studied by analysing a new image generated by binning 2 \( \times \) 2 pixels of image D. In that case, the estimated mean scattering cross-sections are still perfectly in accordance with the simulated values as can be concluded from Fig. 4. This means that sampling itself has no effect
on the accuracy of the atom counts so long as atomic resolution is preserved in the ADF STEM image. The underestimation of the model order for image A and B can thus not be explained as a sampling effect.

4.5. Effect of dose

In the previous paragraph, the effect of sampling was studied as a possible reason for the underestimation of the number of components in images A and B. It should be noticed that while binning $2 \times 2$ pixels, the total recorded electron dose is preserved such that only the effect of sampling is studied. However, the electron dose is 4 times lower in image B as compared with image D, and even 8 times lower for image A. This suggests that a reduction of incoming electron dose causes an underestimation of the model order when evaluating the ICL criterion. The lower magnification and electron dose of image B with respect to image D can be mimicked by subsampling image D, i.e. by taking every second pixel in x and y (one quarter overall). The result of the analysis of the subsampled image D is also shown in Fig. 4. This result resembles the analysis of images A and B thus explaining the mismatch with the simulation for these images. The reduced dose leads to less precise measurements of the scattering cross-sections resulting in insufficient statistics for the determination of the number of components by the evaluation of the ICL criterion. The effect of dose on the accuracy of the atom-counting results will be discussed in more detail in the following paragraph.

4.6. Discussion of the accuracy of the atom-counting results

The most pronounced mismatch with the simulations in Fig.4 can be explained as an effect of reduced dose, resulting in less accurate measurements
for the number of atoms in an atomic column. This effect of the reduced dose can be studied in more detail from the Gaussian mixture model. If the dose is reduced, the neighbouring components of the Gaussian mixture model start overlapping more, because of the less precise measurements of the scattering cross-sections. This significant overlap between neighbouring components in the Gaussian mixture model can be measured in terms of the relative width of the components. This relative width expresses the ratio of the width of the components of the Gaussian mixture model and the average increment in scattering cross-section for 1 extra atom, i.e. the $\sigma/\delta$-ratio. In De Backer et al. [10], it has been shown that this $\sigma/\delta$-ratio in combination with the $N/G$-ratio is important when it comes to accurately determining the minimum of the ICL, where $N$ is the number of analysed atomic columns in the ADF STEM image and $G$ the true model order. The probability of choosing the wrong number of components based on the minimum of the ICL is shown in Fig. 5 as a function of the $\sigma/\delta$-ratio and the $N/G$-ratio. The corresponding values for image D and subsampled image D are indicated in Fig. 5 to illustrate the effect of the reduced dose. It is clear that the reduced dose widens the components hence limiting the precision. As a consequence the probability for choosing the correct minimum of the ICL significantly decreases. Nevertheless, Fig. 5 suggests that this loss in accuracy can be compensated by increasing the $N/G$-ratio. In practice, this can be realised by analysing collectively the scattering cross-sections originating from images recorded under the same conditions. From Fig. 5, it can be seen that a combination of 4 images should be sufficient. The results of such a combined analysis of the collective scattering cross-sections originating from
4 different subsampled versions of image D is shown in Fig. 4. The estimated mean scattering cross-sections again coincide with the library values. It is important to mention that this collective analysis only pays off in terms of accuracy but leaves the precision unaffected. Indeed, the precision of the atom-counting results is determined by the overlap in the Gaussian mixture model and is set by the precision with which the scattering cross-sections are known. This precision is characterised by the electron dose and the value of the scattering cross-section, but is independent of the number of analysed scattering cross-sections. For low dose acquisitions, the precision could in principle be compensated when averaging ‘identical’ images prior to determine scattering cross-sections. In practice, however, the assumption of multiple images of exactly the same structure is very unrealistic, especially for beam sensitive samples.

Figure 5: Probability of choosing the wrong number of components based on ICL as a function of $\sigma/\delta$ and $N/G$. The corresponding values for image D, subsampled image D, and a combination of 4 subsampled images are also shown.
5. Conclusions

In conclusion, it has been shown that the interplay of several effects can greatly impact the reliability of atom-counting in quantitative ADF. This includes parameters such as electron-dose and lateral sampling, but also aspects often beyond the control of the experimentalist, including particle tilt and contrast contributions from the carbon support. Here we report for the first time a study of the minimum dose and sampling requirements to count atoms with single-atom sensitivity using a proposed hybrid statistical and library method to quantify experimental images. We discover that a compensation should be made for the varying sample support to avoid atom-counting errors and that care must be taken in the interpretation of column intensity for slightly tilted nano-particles. For samples that do undergo transformation under the beam, poor image quality cannot be countered by simple image averaging, rather the frames must be analysed collectivity. Finally, our study suggests that while dose is often lowered to reduce sample damage, some minimum level is required to retain single-atom precision. This trade-off between damage and reliability then guides experiment design suggesting that optimum dose and sampling conditions exist for each instrument / sample such that the highest possible precision can be obtained from the hardware available.
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