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Abstract—Motion capture and human body pose estimation systems have become a more common appliance nowadays because of the movie and video game industry. These measurement systems have been proven to be useful for other applications besides entertainment. One of these applications is motion analysis, which can be used for improving the form of athletes or for providing an objective validation tool for rehabilitation treatments. These analyses are done using high-accuracy measurement systems which result in high costs. Although there are some consumer products (e.g., the Microsoft Kinect) that offer movement tracking at a low cost, the accuracy does not suffice for clinical movement analysis applications. Our research therefore focuses on reducing the cost of a human body pose estimation system while retaining the required accuracy. The proposed solution comprises of an embedded ultrasonic transmitter and receiver subsystem. The receiver subsystem consists of multiple mobile nodes that are equipped with a small microphone array (at least 3 microphones). Each mobile receiver node captures the encoded simultaneously broadcast ultrasonic transmissions from a distributed transmitter array (which consists of at least 3 elements). Using signal processing, a distance can be calculated between each transmitter and microphone resulting in at least 9 distances for each mobile node. Using these distances in combination with the position of the transmitters and the microphone array configuration, the XYZ-position of the mobile node and its rotation about these axes (6 Degrees-of-Freedom) can be estimated. The combination of low-cost embedded and ultrasonics hardware that forms the transducer and receiver subsystem (consisting of multiple mobile receiver nodes) together with powerful signal processing techniques yields a high-accuracy pose estimation system, which can be used as an affordable tool in various fields and applications (e.g., gait analysis for rehabilitation purposes).

Index Terms—Broadband Ultrasonics, Pose Estimation, Motion Capture, Sensor Arrays, Distributed Embedded Systems

I. INTRODUCTION

Articulated body pose estimation or in a more popular term Motion Capture (Mo-Cap) has become an increasingly popular technique that is used to digitally capture the position and rotation of an object or person as a function of time. It can be found in various applications nowadays and its origins can be traced back to rotoscoping [1] which is an animation technique where live-action footage is traced frame per frame by animation artists in order to create an animated film. This technique has been long surpassed by newer technologies and innovations which are now commonly used in the entertainment sector (cinema, television and video games). An application that currently makes use of high-accuracy body pose estimation systems is gait analysis, which focuses on measuring and analyzing the movements and reciprocal angles between the subject’s body parts. The analysis can be used to enhance the technique of athletes in order to increase their performance or to assist physiotherapists objectively validate the rehabilitation therapy of their patients [2], [3]. These high-accuracy systems also come with an overall high cost which makes the technology unviable for most physiotherapists, rehabilitation centers or even hospitals. We wish to reduce the cost for Mo-Cap systems while retaining the desired measurement accuracy in order to increase the availability and viability of high-accuracy body pose estimation applications.

When looking at the different motion capture systems we can distinguish several system topologies. The most known and popular systems rely on optical sensing where multiple cameras are used in combination with active or passive markers (e.g., Vicon [4]–[6]). These markers are fixed at known positions on the object or person and are easily distinguishable in recordings which enables the system to calculate the position of each marker and therefore the entire pose of the person or object. These systems exhibit a high-accuracy but require a great deal of calibration, a fixed setup of multiple cameras in an environment and are inherently costly.

Another popular method for performing motion capture is the use of Inertial Measurement Units (IMUs) such as an accelerometer, gyroscope and magnetometer (digital compass) [7]. One of the leading commercial systems of this type of Mo-Cap systems is MVN Biomech from XSENS [8], [9], which integrates the inertial sensors into nodes that can be inserted into a housing that can be strapped onto the various places on the person or onto an object. Full body suits also exist with the sensor nodes already in place. During the motion tracking, the nodes send the inertial measurement data wirelessly to a gateway device that is connected to the computer that can register and record this information. This technology makes it possible to use motion capture in various environments with high accuracy and without suffering from occlusion. These inertial systems however do suffer from drift [10] that requires recalibration. In order to perform a full body measurement a high number of measure points and therefore sensor nodes is required which in turn makes this an expensive system.

Less frequently used techniques for performing pose estimation are image-based systems that rely on computer vision techniques to analyze video footage [11], magnetic systems
which measure changes in the magnetic fields [12] (e.g. the MotionStar system makes use of Fluxgate magnetometers), mechanical systems (e.g. Meta Motion Gypsy) that use an exo-skeleton to measure the joint angles between the limbs and the various body parts and acoustics-based systems [13]. We propose using an acoustics-based body pose estimation system that uses sound waves in the ultrasonic frequency spectrum to measure the distance between fixed transmitters and mobile receiver nodes based on the Time-of-Flight (ToF) of the emitted signals. Since the required hardware can be composed of low-cost components, a relatively cheap measurement system for pose estimation can be established. When using multiple mobile receiver nodes placed on various body parts this system could be used for human body pose estimation.

In the remainder of this paper the topology of the acoustic pose estimation system will be detailed after which the experimental hardware prototypes of the embedded ultrasonic measurement system are presented. Compared to previous work [14] these prototypes enable us to simultaneously use multiple ultrasonic transducers which are used for preliminary validation of the fundamental ultrasonic ToF-measurements. The addition of more transducers for emitting the ultrasonic sound waves allows us to estimate the full pose of our mobile receiver node prototype with real-life experiments. The results of these pose estimation experiments using the prototypes of the transducer and mobile receiver subsystem are described in the section IV. In the final section, the conclusions of our research will be discussed.

II. SYSTEM TOPOLOGY

The embedded ultrasonic measurement system consists of mobile sensor nodes containing small Micro-ElectroMechanical Systems (MEMS) microphones that form a microphone array (at least 3 microphones), which simultaneously receives encoded ultrasonic sound waves emitted from fixed transmitters (at least 3 transmitters) [14], [15]. The complete pose of the mobile sensor (6 Degrees-of-Freedom) is estimated using the ultrasonic range estimates and maximum likelihood estimations. The pose of the sensor consists of the X, Y and Z-position of the sensor in a Cartesian coordinate system and the rotation about the three principle axes. By attaching these mobile sensor nodes to various parts of the human body, a measurement system for human body pose estimation can be established.

III. EXPERIMENTAL PROTOTYPE

In order to validate the proposed system topology, an experimental prototype measurement system has been built using both custom designed circuit boards and off-the-shelf ultrasonic components, development kits and modules. The experimental prototype measurement system can be divided into two subsystems, the transducer subsystem, which transmits the ultrasonic signals, and the (mobile) receiver subsystem, which receives these broadcast ultrasonic signals. In order to synchronize and link the subsystems to each other a physical connection has been made but this can be easily replaced by a wireless connection (e.g. a sub-1GHz wireless link established using a CC1101 or CC430 IC).

A. Hardware Setup

Both the transducer and the mobile receiver subsystems have an ARM Cortex M4 microcontroller from STMicroelectronics (STM32F4) as their core. These microcontrollers can be clocked to speeds up to 180 MHz and provide a high number of on-board peripherals, which make these cores very suitable for high-performance embedded applications. The transducer subsystem circuit board, which is schematically represented in Figure 1a), has been developed with the aforementioned ARM Cortex M4 microcontroller in combination with eight Digital-to-Analog Converters (DACs), more specifically the DAC121S101 from Texas Instruments. These DAC ICs share the same chip select and clock lines, which allows the synchronization of the DACs to the sample level. To provide digital data to the DACs, the Input/Output (I/O) microcontroller lines which connect to the input of each DAC have been specifically chosen to share the same I/O port. By writing a 16-bit value to this port, all of these I/O lines can be simultaneously controlled which in turn enables the system to simultaneously generate up to eight different analog signals. These are fed into an array of eight linear amplifiers which each drive a Senscomp 7000 ultrasonic transducer that is also formally known as the Polaroid ultrasonic transducer. [16]. In order to interface the transducer subsystem circuit board with a computer, it has been fitted with an FT232H, a Hi-Speed Single Channel USB-UART chip. This computer interface is used for initiating transmissions by sending Universal Synchronous Asynchronous Receiver Transmitter (USART) commands to the microcontroller ranging from a simple terminal application to more advanced applications like Matlab. For expansion purposes a number of GPIO headers, which feature communication peripherals, have been accommodated as well as a micro SD card connector for data logging.

Currently the main use of these GPIO pins is linking the transducer board to the receiver subsystem with either a physical or a wireless link. The link is used to notify the receiver that the Polaroid transducers will broadcast their ultrasonic sound waves, which synchronizes the start of measuring the incoming data. This link is therefore crucial for performing the Time-of-Flight measurements and the distance estimation between the transducers and the receiver board. The assembled transducer circuit board is shown in Figure 1b).

The (mobile) receiver subsystem for this experimental hardware setup consists of an STM32F4 Discovery board which incorporates an STM32F407 microcontroller, an on-board programmer, a 3-axes accelerometer, an audio DAC, some LEDs, pushbuttons and a USB On-The-Go (OTG) interface. In order to tune this development board to the requirements of the receiver subsystem, a microphone sensor array board has been used which features one Operational Amplifier (Op-Amp) per microphone channel. The sensor array, which has been developed by Peremans, Steckel, et al. for bio-mimetic and broadband 3D sonar research projects [17], [18], comprises of 32 Knowles Electronics SPU0410HR5H microphones. Using the microphone array board allows for choosing various combinations of three microphones during the experimental validation of the human body pose estimation system. The
Fig. 1. a) schematic overview of the transmitter circuit board which incorporates an ARM Cortex M4 (STM32F407) microcontroller together with an FTDI FT232 Hi-Speed USB-UART IC, a micro SD card slot and eight Digital-to-Analog (DAC121S101) converters which synchronously generate analog signals which connect to the external linear amplifiers. The transducer board is fitted with GPIO header pins for additional peripherals such as a wireless link module. b) Picture of the developed printed circuit board for the transducer subsystem (10 cm by 6.6 cm).

combination of microphones used in these experiments (indicated in Figure 2b) have been chosen to fit within a rectangle with a given size (5cm by 5cm) and form a non-equilateral triangle. The microphone outputs are each connected to a separate Analog-to-Digital Converter (ADC) channel. This allows the receiver to measure the incoming ultrasonic sound waves simultaneously (in parallel) ensuring that the measured data from the three microphones is in-sync with each other. Like the transducer subsystem, the receiver features a high number of GPIO headers which are used to interface the microcontroller to a number of peripherals, shown in Figure 2a).

Besides connecting the Discovery board to the microphone board, these input and output pins are used for connecting the transducer and receiver board to each other for triggering purposes and providing the subsystem with a communication channel for transferring data to a computer using an FTDI FT232H Hi-Speed Single Channel USB-UART cable. In this case, the fast USB interface is mainly used for transferring the digital microphone samples to a computer in a timely manner. Once these values are transferred, they can be processed in the Matlab environment.

Fig. 2. a) schematic overview of the receiver circuit board which incorporates an ARM Cortex M4 (STM32F407) microcontroller together with an FTDI FT232H Hi-Speed USB-UART IC. An STM32F4 Discovery board has been used for the receiver system which is fitted with all GPIO pins for additional peripherals which can link to a wireless link module. b) A close up picture of the microphone sensor array board which points out which microphones have been used during the experimental hardware setup.

B. Transducer Signaling

Since the goal is to estimate the pose of the mobile receiver nodes during movement, sequential ultrasonic transmissions for every transducer would yield incoherent distance measurements, resulting in inaccurate estimates. Therefore, all the transducers need to broadcast their ultrasonic pulses at the same time which means that the transmission channel, in this case the air between the transducers and the receivers, has to be shared. In order to combine the three different transmissions in one single transmission channel a spread-spectrum technique is used in combination with Frequency Multiplexing.

The used spread-spectrum technique is implemented by generating three sequences of independent identically distributed random variables also known as white noise. These sequences are individually stored and used as the reference signals for each transducer. Due to the features of white noise it is very suitable to be used for matched filtering [15] which is used for the signal processing at the receiver side. In order to ensure the separation of the transmitter signals and thereby remaining within the transducer’s frequency limits, each random variable sequence is filtered using a bandpass filter for each transducer. The frequency ranges between the cutoff frequencies of the bandpass filters have been chosen such that the relative bandwidth $B_r = f_H / f_L$ will be the same. The cutoff frequencies in our experiments are $f_{L_1} = 22kHz$, $f_{H_1} = 33kHz$, $f_{L_2} = 33kHz$, $f_{H_2} = 50kHz$, $f_{L_3} = 50kHz$, $f_{H_3} = 75kHz$, thus ensuring a relative bandwidth of about 1.5 and remaining within the transducer’s frequency ranges. By using a fixed frequency ratio, the level of the side-lobes is fairly uniform when using cross-correlation techniques [19]. Figure 3 shows the cross-correlation of the generated transducer base signals. The base signal for a transducer in the figure corresponds to the row number and is cross-correlated with a base signal which corresponds to the column number, e.g. the sub-plot in the lower right corner of the image represents the auto-correlation of the base signal for the third transducer where the left sub-plot on the second row represents the cross-correlation of the base signal for the second transducer with the base signal of the first transducer. These plots attest to the efficacy of the proposed method.

Due to the relatively narrow peaks of the auto-correlation function of the transmitted signals, which can be seen in Figure 3, the system will exhibit a high resistance to reflections of transmitted signals. For our system setup the path of a reflected signal needs to be at least 5.8cm longer than its direct path. This has been demonstrated by Steckel, Boen and Peremans [20] by applying the Rayleigh criterion.

C. Receiver Signal Processing

At the receiver sub-system the incoming ultrasonic sound waves are recorded using the three selected microphones on the microphone array sensor board. These microphones are connected to three individual Analog-to-Digital Converters (ADCs), which are configured to work simultaneously (in parallel) ensuring that the recorded signals are in sync with each other. Once the transducer sub-system broadcasts its transmission, the receiver is triggered using a wired connection to start the ADCs with a sampling frequency of 360kHz (which is well beyond the Nyquist rate) for a predefined number of samples. The current number of samples allows...
capturing an entire ultrasonic emission from a transducer at a distance of 5.9 m away from the microphones. Once all of the samples have been recorded these values are transferred to a computer using the serial interface.

Each of these three microphone signals \( s_{m_k}(t) \) consists of a combination of three emitted sound waves. Using cross-correlation techniques the time of arrival of each individual recorded signal can be determined. For this purpose, a frequency-weighted generalized cross-correlation (GCC) function [21, 22] has been used with the pre-recorded transducer base signals \( s_{b_k}(t) \) and the three microphone signals \( s_{m_k}(t) \) as its inputs:

\[
s_{r_{k,i}} = \mathcal{F}^{-1}\left\{ \frac{S_{m_k}(j\omega)S_{b_i}(j\omega)}{|S_{m_k}(j\omega)||S_{b_i}(j\omega)|}W_i(j\omega) \right\} \tag{1}
\]

with \( s_{r_{k,i}} \) the resulting signal of the frequency-weighted generalized cross-correlation function with indexes \( k, i \) as the used microphone and base signal, \( S_{m_k}(j\omega) \) the Fourier transformation of a microphone signal \( s_{m_k}(t) \) with index \( k \), \( S_{b_i}(j\omega) \) as the Fourier transformation of the pre-recorded transducer base signal \( s_{b_i}(t) \) with index \( i \) and \( W \) as the weight function with:

\[
W_i(j\omega) = \begin{cases} 
1 & \forall \ f_{L_i} < \omega < f_{H_i} \\
0 & \forall \ \omega < f_{L_i} \\
0 & \forall \ \omega > f_{H_i} 
\end{cases} \tag{2}
\]

Figure 4a) shows a simulated microphone input signal \( s_m(t) \) in the time domain which comprises of a sequential combination of three different band-limited white noise sequences. Plots b), c) and d) of Figure 4 show the output of using the frequency-weighted generalized cross-correlation function as described above with the simulated microphone signal as the input with respectively the transducer base signals \( s_{b_1}(t), s_{b_2}(t), s_{b_3}(t) \). The peaks of the output signals display the start of each signal in the microphone input signal \( s_m(t) \), thus representing the Time of Arrival. In the aforementioned simulation the transducers broadcast their signals sequentially. Plot 5a) represents a simulated microphone input signal \( s_m(t) \) that correspond to a more realistic input signal where the transducers would have broadcast simultaneously. Figure 5b) shows the three outputs of the frequency-weighted generalized cross-correlation function where the peaks indicate the Time of Arrival of each signal. When applying this technique to

\[
\overrightarrow{M} = [d_{1,1}, d_{1,2}, ..., d_{k,i}]^T \tag{3}
\]

In order to calculate the measurement vector \( \overrightarrow{M} \) precisely the speed of sound in air needs to be approximated. Since the speed of sound in air is affected by the altitude and the air’s temperature and humidity, these factors need to be taken into account. Currently only the room temperature has been taken into account using the equation for the speed of sound in dry air (Equation 4) for calculating \( \overrightarrow{M} \), with \( T_C \) the temperature in degrees Celsius.

\[
c_{\text{air}} = (331.3 + 0.606 T_C) \text{ m/s} \tag{4}
\]

D. Pose Estimation

Using the measurement vector \( \overrightarrow{M} \) which comprises the nine distances between each microphone - transducer pair,
the transducer coordinates \((X, Y, Z)\) and the microphone array configuration the full pose \(\hat{P}_{Est} (X, Y, Z, \alpha, \beta, \gamma)\) for a mobile node can be estimated with a maximum likelihood estimator in combination with a multidimensional unconstrained nonlinear minimization function. The nonlinear minimization function will generate a full pose \(\hat{P}_i\) for a mobile node with every iteration \(i\) which is converted into a distance vector \(\vec{D}\) which is calculated using the given transducer coordinates and the microphone array configuration. Using the measurement vector \(\vec{M}\) and distance vector \(\vec{D}\), the likelihood of the generated mobile node pose can be calculated using:

\[
L(\vec{M} | \vec{P}_i) = \frac{1}{(2\pi)^{\frac{3}{2}} |\Sigma|^\frac{1}{2}} \exp \left[ -\frac{1}{2} (\vec{M} - \vec{D})^T \Sigma^{-1} (\vec{M} - \vec{D}) \right]
\]

with \(\Sigma\) the covariance matrix of the distance measurements of the microphone - transducer pairs. In order to use the calculated likelihood \(L(\vec{M} | \vec{P}_i)\) as an evaluation criteria for the nonlinear minimization function, the natural logarithm of the likelihood \(\log L(\vec{M} | \vec{P}_i)\) is used. The resulting log-likelihood is used to determine whether the generated pose for the mobile node fits the measured distances between the microphone-transducer pairs. The nonlinear minimization function will minimize the log-likelihood with every iteration thus fitting the generated pose \(\vec{P}_i\) to the measurement vector \(\vec{M}\) until a pre-defined stopping criterion is reached.

E. Experimental Setup

Using the hardware prototype of the transducer- and receiver subsystems in combination with the described techniques in the previous sections, an experimental setup, which is shown in Figure 7a, has been created for testing the efficacy of our proposed pose estimation system prototypes. In this experimental setup the prototype transducer subsystem is connected to three Senscomp 7000 ultrasonic transducers which have been placed on known positions in the environment. The placement of these transducers in the environment affects the pose estimation accuracy. When more variation is introduced in the \(X, Y, Z\) coordinates of the different transducers there will be less ambiguity in the calculated distances between each transducer - microphone pair which will benefit the accuracy of pose estimations of the mobile nodes. Therefore the transducers shown in Figure 7a) are positioned to form a non-equilateral triangle in a non-horizontal plane, the transducer coordinates in the environment are shown in Table I. The receiver subsystem currently comprises of only one prototype of a mobile receiver node for this setup and has been placed in the environment at a position \((X = 3.0\, \text{m}, Y = -0.018\, \text{m}, Z = 0.84\, \text{m})\) and orientation \((\alpha = 0.0^\circ, \beta = 0.0^\circ, \gamma = 180.0^\circ)\) which has to be determined using our proposed hardware and signal processing schemes.

![Table I: Transducer Coordinates in the Environment](image)

<table>
<thead>
<tr>
<th>Transducer</th>
<th>(X)</th>
<th>(Y)</th>
<th>(Z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer 1</td>
<td>1.0m</td>
<td>1.5m</td>
<td>1.0m</td>
</tr>
<tr>
<td>Transducer 2</td>
<td>0.0m</td>
<td>0.0m</td>
<td>0.82m</td>
</tr>
<tr>
<td>Transducer 3</td>
<td>0.5m</td>
<td>-1.0m</td>
<td>1.70m</td>
</tr>
</tbody>
</table>

IV. Results

Using the experimental system setup the aforementioned techniques for estimating the pose of the mobile receiver node have been validated. In order to perform the actual pose estimation, the operation and accuracy of the proposed frequency-weighted generalized cross-correlation technique needs to be evaluated in order to accurately determine the Time-of-Flight for every transducer - microphone combination, thus creating the distance vector \(\vec{D}\).

A. ToF Measurements

Using the experimental setup, the three different band-limited pseudo random sequences for each Senscomp transducer were first individually recorded in order to be used as the reference signal for the corresponding transducer. Once every transducer reference signal was recorded, the transducers were simultaneously actuated by the transducer subsystem which in turn triggered the mobile receiver subsystem to start recording the incoming ultrasonic sound waves by enabling the three synchronous ADC channels which are connected to the microphone array board. Once all the samples are collected they are transmitted to a computer using the high-speed UART-to-USB connection. Once received on the computer side, these samples are used to reconstruct the microphone signals which are fed into the proposed frequency-weighted generalized cross-correlation filter together with the transducer reference signals. The outcome of this filter is shown in Figure 8 in which each subplot represents a microphone signal which is used as filter input in combination with one of the three reference signals. Every subplot therefore includes three filter outputs where the peak of the output signal represents the arrival time for the emitted transducer sound waves. Using the arrival time in combination with the speed of sound in air, the distance vector \(\vec{D}\) is calculated. For verifying these calculated distances, the distances between each transducer - microphone pair have been measured using a Bosch GLM 150 laser distance estimator to serve as the reference, which are shown in Table II, after which the experimental hardware is used to measure the distances 100 times. For every measurement, the difference between the reference and the measurement iteration is calculated and stored as the error on the distance measurement. After 100 measurement iterations the mean of these errors is calculated, these results can be found as the Mean Absolute Error (MAE) and as the mean error percentage in Table III. The standard deviation \((\sigma)\) on the distance measurement error is expressed in \(\text{mm}\) and percentage, which can be found in Table IV.
B. Static Pose Estimation

Although the experimental system currently does not meet the required accuracy and precision of the most demanding motion capture purposes, the measurement iterations that were collected during the ToF-measurements were used for estimating the full pose \( P_{Est} \) of the mobile receiver node. Using the proposed maximum likelihood estimator in combination with a multidimensional unconstrained nonlinear minimization function, with the collected data and system configuration (transducer coordinates and the microphone array configuration) as the input variables, the full pose \( P_{Est} \) is estimated over 100 measurement iterations. Table V features the results of these pose estimations, both the mean absolute error and the standard deviation are presented. Figure 9 demonstrates the results of these pose estimations as two three-dimensional plots in which a) shows the reference \( X, Y, Z \) coordinates in the environment. The circled transducer and microphone array board are respectively shown in close-up in b) and c).

### TABLE III

<table>
<thead>
<tr>
<th>Transducer 1</th>
<th>Transducer 2</th>
<th>Transducer 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mic 1</td>
<td>Mic 2</td>
<td>Mic 3</td>
</tr>
<tr>
<td>Trans. 1</td>
<td>Trans. 2</td>
<td>Trans. 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mic 1</th>
<th>Mic 2</th>
<th>Mic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>11.5</td>
<td>12.0</td>
</tr>
<tr>
<td>11.5</td>
<td>12.0</td>
<td>12.5</td>
</tr>
<tr>
<td>12.0</td>
<td>12.5</td>
<td>13.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mic 1</th>
<th>Mic 2</th>
<th>Mic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>11.5</td>
<td>12.0</td>
</tr>
<tr>
<td>11.5</td>
<td>12.0</td>
<td>12.5</td>
</tr>
<tr>
<td>12.0</td>
<td>12.5</td>
<td>13.0</td>
</tr>
</tbody>
</table>

### TABLE IV

<table>
<thead>
<tr>
<th>Transducer 1</th>
<th>Transducer 2</th>
<th>Transducer 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mic 1</td>
<td>Mic 2</td>
<td>Mic 3</td>
</tr>
<tr>
<td>Trans. 1</td>
<td>Trans. 2</td>
<td>Trans. 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mic 1</th>
<th>Mic 2</th>
<th>Mic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>11.5</td>
<td>12.0</td>
</tr>
<tr>
<td>11.5</td>
<td>12.0</td>
<td>12.5</td>
</tr>
<tr>
<td>12.0</td>
<td>12.5</td>
<td>13.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mic 1</th>
<th>Mic 2</th>
<th>Mic 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>11.5</td>
<td>12.0</td>
</tr>
<tr>
<td>11.5</td>
<td>12.0</td>
<td>12.5</td>
</tr>
<tr>
<td>12.0</td>
<td>12.5</td>
<td>13.0</td>
</tr>
</tbody>
</table>

**B. Static Pose Estimation**

Although the experimental system currently does not meet the required accuracy and precision of the most demanding motion capture purposes, the measurement iterations that were collected during the ToF-measurements were used for estimating the full pose \( P_{Est} \) of the mobile receiver node. Using the proposed maximum likelihood estimator in combination with a multidimensional unconstrained nonlinear minimization function, with the collected data and system configuration (transducer coordinates and the microphone array configuration) as the input variables, the full pose \( P_{Est} \) is estimated over 100 measurement iterations. Table V features the results of these pose estimations, both the mean absolute error and the standard deviation are presented. Figure 9 demonstrates the results of these pose estimations as two three-dimensional plots in which a) shows the reference \( X, Y, Z \) coordinates in the environment. The circled transducer and microphone array board are respectively shown in close-up in b) and c).
center of the axis plotted at the reference coordinates of the mobile receiver node. The cones that are drawn over these axes have an opening angle that corresponds to the standard deviation over all the pose estimations for the rotation about its axis.

### TABLE V

<table>
<thead>
<tr>
<th></th>
<th>X (mm)</th>
<th>Y (mm)</th>
<th>Z (mm)</th>
<th>α (°)</th>
<th>β (°)</th>
<th>γ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Error</td>
<td>5.5</td>
<td>19.9</td>
<td>0.2</td>
<td>1.97</td>
<td>0.23</td>
<td>3.46</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>6.6</td>
<td>3.8</td>
<td>5.6</td>
<td>2.04</td>
<td>2.04</td>
<td>4.09</td>
</tr>
</tbody>
</table>

#### C. Pose Estimation of Trajectory

Using Matlab a simulation environment has been developed in which the transducer and microphone array configuration of the mobile receiver node can be declared as one of its variables in combination with the other parameters such as the environment size, temperature, etc. The pose of mobile receiver node is declared at various intervals to create a trajectory through the environment for which the system has to estimate the pose of the simulated mobile node. Using the proposed methods and techniques, the simulation environment is able to calculate a realistic distance vector $\vec{D}$. In order to produce the full pose of the mobile receiver node, the distance vector $\vec{D}$ is used as the input for maximum likelihood estimator in combination with the multidimensional unconstrained nonlinear minimization function. Figure 10 shows the simulated environment that corresponds to our system setup in which a) plots the true poses of the simulated mobile node where b) plots the estimated poses of the simulated mobile node.

![Fig. 9.](image)

![Fig. 10.](image)
V. DISCUSSION, CONCLUSIONS AND FUTURE WORK

In this paper, an ultrasonic six Degrees-of-Freedom pose estimation system has been presented which uses three fixed transmitters placed at known positions in the environment and a three-element microphone array on the receiver. Using these peripherals in combination with our embedded hardware prototypes an experimental setup was created which is capable of estimating the X, Y, Z-coordinates and the α, β and γ rotations of a single mobile receiver node. When comparing these results to other pose estimation systems [23], [24], we can state that the results of our proposed pose estimation system features an acceptable accuracy and precision for the X, Y, Z-coordinates, yet lacks the required α, β and γ rotation estimation capabilities for the most demanding motion capture purposes. The current experimental hardware setup will however be improved for our ongoing research into pose estimation systems. One of the main future enhancements of the mobile receiver nodes will be a custom hardware design which integrates an IMU-sensor that would provide the system with a 3-axis gyroscope, accelerometer and magnetometer. These IMU sensor readings can be combined with the ultrasonic measurements within a sensor fusion algorithm that will further enhance the precision and accuracy of the pose estimation capabilities as well as the update rate of the pose estimations. [25] The ultrasonic measurements will in turn be used to limit the effects of the integration drift that is an inherent problem of IMU-sensors [10].

Besides the addition of an IMU sensor, the new hardware design of the mobile receiver node will aim at a small form factor (5cm by 5cm) and integrated wireless connectivity. These features will allow us to create a network of mobile receiver nodes in order to perform human body pose estimation experiments. In addition to an improved mobile receiver node, the Senscomp transducer could be replaced with an Emfit-based [26], [27] transducer for transmitting the ultrasonic band-limited pseudo random sequences. During the conducted experiments the Senscomp transducer suffered from non-linear effects on the output signals and resonance at the 50kHz frequency region. This unwanted effect interferes with the operation of the proposed frequency-weighted generalized cross-correlation technique resulting in less accurate ToF-measurements. Due to the linear properties of an Emfit-based transducer, it is expected to improve and thus enhance the overall efficacy of the pose estimation system. Besides hardware improvements on the proposed pose estimation system, the position configuration of the hardware components in the environment is a crucial component for the efficacy, accuracy and precision. For the transducers this configuration comprises the X, Y, Z-positions in the environment whereas for the receiver it comprises the relative coordinates on the printed circuit board for the microphone array. These configurations can be optimized in order to attain the required accuracy and precision within given constraints (e.g. system cost, size of mobile receiver nodes, size of environment, hardware limitations).
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