The role of age-mixing patterns in HIV transmission dynamics: Novel hypotheses from a field study in Cape Town, South Africa
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\textbf{ABSTRACT}

\textbf{Background:} Age-disparate relationships are thought to put young women at increased risk of HIV, though current evidence is inconclusive. Studying population-level age-mixing patterns as well as individual-level measures of age difference variation may provide insight into the persistence and magnitude of the epidemic in South Africa.

\textbf{Methods:} We used data from a survey in Cape Town (n = 506) to describe age-mixing dynamics in the four population strata of HIV negative and HIV positive male and female participants. Mixed-effects models were used to calculate the average increase in partner age for each year increase in age of participant, the average partner age for 15 year olds, and the between-subject and the within-subject standard deviation of partner ages. We conducted 2000 bootstrap replications of the models. Using negative binomial models, we also explored whether HIV status was associated with participants having a larger range in partner ages.

\textbf{Results:} HIV positive women had large variability in partner ages at the population level, and at the individual level had nearly three times the expected range of partner ages compared to HIV negative women. This pattern may increase the potential for HIV transmission across birth cohorts and may partially explain the persistence of the epidemic in South Africa. Young men, who have been previously absent from the age-disparity discourse, also choose older partners who may be putting them at increased risk of HIV infection due to the high HIV prevalence among older age categories of women.

\section{1. Introduction}

Sexual relationships characterized by men being older than their female partners are thought to play a pivotal role in the magnitude and persistence of the HIV epidemic in Sub-Saharan Africa (Anderson et al., 1992; Chapman et al., 2010; Hallett et al., 2007). These relationships, commonly referred to as age-disparate relationships, may put young women at increased risk of acquiring HIV because the relationships also tend to be marked by power imbalances which may result in inconsistent condom use (Gregson et al., 2002; Maughan-Brown et al., 2008; Morrison-Beedy et al., 2013; Ritchwood et al., 2016), higher sex frequencies per unit of time (Beauclair et al., 2016; Gregson et al., 2002; Morrison-Beedy et al., 2013; Ritchwood et al., 2016), and multiple partnership concurrency (Gregson et al., 2002; Maughan-Brown et al., 2016, 2014; Ritchwood et al., 2016; Street et al., 2015). Additionally, in South Africa it has been noted that HIV prevalence for men peaks in older age groups compared to women (Shisana et al., 2014). This implies that if a younger woman chooses partners from an older age group, she will be more likely to select a partner that is HIV positive compared to if she was choosing a partner from a similar age (Gouws et al., 2008; Pettifor et al., 2005).

Despite great potential for age-disparate relationships to increase HIV transmission, some recent high-profile studies directly studying the link between age differences – in “primary” or “most recent” relationships – and HIV incidence did not find evidence of an association (Balkus et al., 2015; Harling et al., 2014; Street et al., 2015). Though, one study in Zimbabwe did find that increasing partner age differences were associated with increased hazards of acquiring HIV (Schaefer et al., 2015).
et al., 2017). Recent findings from Southern Africa seem to suggest that specific partner age pairings play an important role in HIV transmission (Akullian et al., 2017; de Oliveira et al., 2016), and all relationships (not only primary or most recent relationships) are important for continuing the cycle of HIV transmission in a population (Beauclair et al., 2016; de Oliveira et al., 2016). Specifically, the phylogenetic study by de Oliveira et al., found that young women under 25 years old most likely acquired HIV infection from men 25–40 years old, and then as they aged and entered the 25–40-year-old age cohort they infected age-similar partners with HIV.

Complicating this is the role that variation in partner age may play in HIV transmission at the population level. A modelling study that investigated how age-mixing patterns – population-level trends for how people choose sexual partners with regards to age – affect HIV transmission, found that increased variance in partner ages for the whole population led to larger values of the basic reproduction number of HIV (d’Albis et al., 2012). Once the variance was large enough, the mean age difference in the population no longer influenced the transmission dynamics. The role of partner age variability in HIV transmission dynamics has been understudied in real-world populations (Beauclair et al., 2016).

Thus far in the age-mixing discourse most of the focus from observational studies has been on the individual-level risk posed by age differences in the most recent or primary relationship. Here, we are primarily interested in studying population-level attributes of age-mixing in real-world populations, and discussing how certain age-mixing patterns may create the conditions for HIV to be sustained in populations with high HIV prevalence. We also hypothesize that individuals with a large range of partner ages may allow HIV to be acquired from one age group and transmitted to another age group. It is important to note that the study of age-mixing among men has been largely absent from the literature. To this purpose we conducted an analysis of both men and women using data from a sexual relationship survey in Cape Town, South Africa. We aimed to describe the age-mixing patterns in HIV negative and HIV positive male and female participants and to investigate whether being HIV positive was correlated with having a larger range of partner ages during the year prior to the survey.

2. Methods

2.1. Data

The data for this analysis comes from a cross-sectional sexual behaviour survey we administered from June 2011 to February 2012 in three urban communities of Cape Town, South Africa that had a high HIV prevalence. The three study communities are designated “townships”: locations where “black” South Africans were allowed to live during Apartheid. These townships were characterized by high unemployment, low rates of graduation from secondary schools, as well as densely populated formal houses and shack dwellings (Department, 2012; Muzondo et al., 2004).

The survey employed Audio Computer-Assisted Self-Interviewing (ACASI) and collected in-depth sexual relationship histories of the participants for the year prior to the survey. Participants could report up to 15 partners.
Survey participants were randomly sampled from a roster of participants in the Zambia South Africa TB and AIDS Reduction (ZAMSTAR) prevalence survey, which took place in 2010, approximately one year before the sexual behaviour survey. In the ZAMSTAR prevalence survey the HIV status of participants was obtained via Abbott Determine HIV-1/2 screening tests (Ayles et al., 2008). These HIV test results were subsequently linked via a unique, anonymous ID to their sexual behaviour survey results. Full details of the Cape Town sexual behaviour survey study design, sampling procedures, as well as, contact and response rates of have been described elsewhere (Beauclair et al., 2015, 2013, Delva et al., 2013, 2011).

All together 878 participants took the sexual behaviour survey. We wanted to focus this analysis on the black, heterosexual and sexually active population, since this is one of the demographic groups most affected by HIV in South Africa. Therefore, we excluded participants whose stated sexual preferences were for the same or both genders (n = 56), those who did not identify as black (n = 206), and those not reporting any sexual partners in the previous year (n = 110). This left us with 506 participants reporting on 870 relationships.

2.2. Statistical analysis

Our data had missing observations for key participant-level variables: age (n = 17, 3.36%), sex (n = 13, 2.57%), and HIV status (n = 90, 17.79%). For partner age 7.47% of relationships (n = 65) had missing values. A discussion of assumptions regarding the missingness mechanisms, as well as, comparisons of participant characteristics for key variables by missingness status can be found in the Supplementary Web Appendix 1. In order to account for the selection bias and loss of efficiency that otherwise would have been introduced by the missingness (Rubin, 1976) we imputed 100 datasets using multivariate imputation by chained equations with a random-forest algorithm (MICE-RF) (van Buuren et al., 2011; White et al., 2011). The random forest algorithm has been demonstrated to produce more accurate imputations when non-linear associations exist among variables used in analytic models (Penone et al., 2014; Stekhoven and Bühlmann, 2012).
Table 1
Differences between the age-mixing pattern features, derived from the linear mixed-effects models. We calculated the differences between model features for HIV negative men (HNM) and HIV positive men (HPM), HIV negative women (HNW) and HIV positive women (HPW), HNM and HNW, as well as, HPM and HPW, for 100 imputed datasets, each bootstrapped 2000 times. We calculated 95% confidence intervals (CIs) using the percentile method.

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>β-coefficient</th>
<th>Intercept</th>
<th>BSSD</th>
<th>WSSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>HNM vs. HNW</td>
<td>0.18 (0.09—0.35)</td>
<td>4.40 (0.78—8.36)</td>
<td>1.05 (2.82—4.21)</td>
<td>1.03 (1.31—3.20)</td>
</tr>
<tr>
<td>HPM vs. HPW</td>
<td>0.13 (0.11—0.17)</td>
<td>2.10 (1.64—10.50)</td>
<td>3.51 (1.32—9.25)</td>
<td>1.47 (0.65—6.17)</td>
</tr>
<tr>
<td>HPW vs. HNW</td>
<td>0.23 (0.04—0.38)</td>
<td>2.13 (1.87—6.10)</td>
<td>4.66 (1.58—7.86)</td>
<td>4.51 (0.90—7.79)</td>
</tr>
</tbody>
</table>

HNM, HIV Negative Men.
HNW, HIV Negative Women.
HPM, HIV Positive Men.
HPW, HIV Positive Women.
BSSD, Between-subject Standard Deviation.
WSSD, Within-subject Standard Deviation.

“mice” and “CALIBerRfimpute” packages in R were used for MICE-RF (Shah et al., 2014; van Buuren et al., 2011). A list of the variables we included in our imputation model can be found in Supplementary Web Appendix 2.

We wanted to describe the age-mixing pattern in four strata of participants: HIV positive men (HPM), HIV positive women (HPW), HIV negative men (HNM), and HIV negative women (HNW). To do this, we used linear mixed-effects models to regress the age of the partner on the age of the participant for each dataset. These models also accounted for the hierarchical nature of the data by containing a random intercept for the participant (Bates, 2010; Bolker et al., 2009; Gelman, 2007).

The average increase in partner age for each year increase in age of participant (model slope or β-coefficient), the average partner age for 15-year-olds (population-level intercept), the between-subject variability (between-subject standard deviation, BSSD), and the within-subject variability (residual, i.e. within-subject standard deviation, WSSD) were computed for each stratum using these models. We centred our model on 15 year olds because they represent the youngest age in the dataset and we wanted to understand how individuals who are only starting to become sexually active choose partners with respect to age. We aimed to compare these features of the age-mixing pattern for HNM vs. HPM, HNW vs. HPW, HNM vs HNW, and HPM vs HPW.

Since some features lack a standard calculation for the 95% confidence intervals (95% CIs) (e.g. MI-averaged WSSDs, or the differences between two WSSDs), we created 2000 participant-level bootstrap replicates for each imputed dataset (m = 100), resulting in a total of 200,000 datasets (Davison and Hinkley, 1997; Efron, 1987). We applied the linear mixed-effects model for each population stratum of the 200,000 datasets and captured the age-mixing features. Then, we calculated the differences between those model features for the comparisons we were interested in and subsequently created 95% CIs using the percentile method.

Among the participants who reported more than one partner, we examined whether participant HIV status was associated with the range of partner ages. We created an indicator of this range, we call a “bridge width”. The bridge width is defined as the number of years difference between the maximum and the minimum partner ages of the participant (Beaclair et al., 2016). First, we plotted the distribution of bridge widths. Then we treated bridge width as an over-dispersed count variable and regressed it on HIV status using negative binomial regression. We stratified the models by sex and adjusted for the age of the participants. We hypothesized that age was related to bridge width in a nonlinear way, and thus, we used a generalized additive model smoothing for age (Hastie and Tibshirani, 1990; Wood, 2006). The exponentiated model coefficient for HIV status is referred to here as the expected bridge width ratio (EBWR). EBWRs and 95% CIs from the imputed datasets were pooled according to Rubin’s Rules (Rubin, 1987).

All analyses were conducted in the R statistical software (R Development Core Team, 2014). In this paper, we present the results from the analysis with imputed data. However, relationship characteristics from the original dataset, as well as the complete case analyses can be found in Supplementary Web Appendix 3.

3. Results

Of the relationships that did not have missing HIV status or gender data, 32.6% belonged to HNW (n = 219/671), 35.7% to HNM (n = 240/671), 24.7% to HPW (n = 166/671), and 6.7% to HPM (n = 46/671). Nearly 23% of relationships had either missing gender or HIV status (199/870).

We randomly selected one of the 100 imputed data sets to visualize the HIV prevalence in our Cape Town study population (Fig. 1). In most age groups, women had a higher HIV prevalence than men. For women aged 15–24, HIV prevalence was nearly 3.5 times that of the men in that same age group (31.7% vs. 9.1%). This disparity was striking in 25-29-year-olds, with 47.4% of women infected and only 21.7% of men infected. HIV prevalence peaked in women 30–34 years old (52.0%) and in men who were 40–44 years old (29.4%).

Fig. 2 shows the distributions of model β-coefficients, which represent how fast the partner ages grow as participants’ ages increase. For all population strata, the average partner ages increased with each year increase in participant age. HPM had the smallest average model slope (β: 0.55; 95% CI: 0.27–0.8), while HNW had the largest (β: 0.86; 95% CI: 0.76–0.96) (Fig. 2). Most of the distributions seem to overlap to a great extent and in Table 1 we see there were only moderate differences in β-coefficients between the groups, with all but one of the 95% CIs around these differences overlapping with zero. HNW had steeper slopes than HNM (Difference: 0.18; 95% CI: 0–0.35). Also in Table 1 we see that for the HNM and HNW the model intercept difference was approximately 4 years (95% CI: 0.78–8.36), with 15-year-old men and women in those groups having partners who were 19 (95% CI: 15–21) and 23-years-old (95% CI: 21–25) on average, respectively (Fig. 3). If we take the mean model slopes and intercepts for each subpopulation the average partner age at 25 years old is predicted to be 32 years for HNW, 25 years for HNM, 32 years for HPW, and 28 years for HPM. The predicted partner ages for 40 year olds are: 44 years for HNW, 35 years for HNM, 42 years for HPW, and 37 years for HPM.

HNW had the largest BSSD (BSSD: 10.52; 95% CI: 6.97–12.95) while HPW had the lowest (BSSD: 4.81; 95% CI: 2.05–7.24) (Fig. 4). There appears to be a wide and bimodal distribution of BSSDs in HPM. In the complete case data, there were only 46 relationships in this subpopulation, with the minimum and maximum partner ages being 22 and 79, respectively. We believe those extreme values were over-sampled in some bootstrap replicates because of the small sample size, thus resulting in clusters of results with both small and large BSSDs. Table 1 shows that there was a relatively large and significant difference between the BSSD in HPW and HNW (Difference: 4.66; 95% CI: 1.58–7.86).

Fig. 5 shows that the WSSD was the largest for HPW (WSSD: 8.12; 95% CI: 4.81–11.04) and the smallest for HNW (WSSD: 3.62; 95% CI: 2.13–5.17), with the difference between the two groups being 4.51 (95% CI: 0.90–7.79) (Table 1). For the other group comparisons, the WSSDs appear to be similar and their distributions have a large degree of overlap.

In the complete study population 155 participants reported having had more than one relationship in the previous year (30.63%). Fig. 6 shows the distribution of bridge widths – range in partner ages – by population strata. In all subpopulations, the distributions were right-
skewed, with most of the bridge widths in all imputations spanning less than 20 years. In both HIV positive groups, there appears to be fatter tails, implying that those with HIV may have larger bridge widths, although there is more uncertainty in the imputations of HPM. The results of our individual-level negative-binomial models are presented in Figs. 7 and 8. Across all imputations, having an HIV positive status increased the expected bridge width of women by almost three times that of those who were HIV negative (EBWR: 2.76; 95% CI: 1.16–6.59).

Among men there also seems to be an increased expectation of larger bridge widths in HIV positive participants compared to HIV negative participants, although when all of the estimates were pooled for the imputed data sets, the evidence did not appear to be as convincing as the evidence for women (EBWR: 1.93; 95% CI: 0.69–5.41).

Finally, in both men and women there appears to be a relationship between increasing participant age and larger bridge widths, although the uncertainty in the imputations is reflected by there being large variation in expected bridge widths at older ages. Indeed, in one randomly selected imputed dataset, there were only 22 participants (4.3%) with ages between 60 and 70 years. For men, the increase in the expected partner age ranges were not as large as for women. For women, in most of the imputed data sets, the relationship between age and expected bridge widths was nonlinear, with the youngest and oldest participants having larger expected bridge widths, and those between 25 and 45 years old having smaller bridge widths.

4. Discussion

Our study of heterosexual, black participants in urban Cape Town communities with high HIV prevalence sheds light on key features of the age-mixing patterns in HIV positive and negative men and women. In particular, there were some important findings with implications for the role women play in HIV transmission.

Perhaps the most novel insight from this study was that the within-subject variability of partner ages among all HPW was the largest out of all four population strata. Moreover, there was a detectable difference between their within-subject variability and that of the HNW. This...
finding was also reinforced by our individual-level finding that HPW had nearly three times the expected range in partner ages compared to HNW. The HPM also had approximately two times the expected bridge width of HNM, though these results were not statistically significant. It is important to note that a large within-subject variability in partner ages does not necessarily mean that the women always have to have partners older than themselves. It is also possible that the HPW in our sample acquired HIV from age-similar partners. The large within-subject variability in partner ages in this group means that these women may have great potential to transmit HIV to men in other age cohorts, thereby allowing HIV to be sustained in a population (d’Albis et al., 2012). Interestingly, we witnessed the opposite effect for between-subject variability: the HPW had the smallest, and this was significantly different from the HNW. A larger fraction of HPW in our sample reported more than one partner compared to HNW. This may have resulted in the model being unable to distinguish which part of the overall variation in partner ages was due to the within component versus between component among HNW. Thus, the model might have attributed too much variation to differences between participants among HNW. We believe more research is needed to explore the utility of BSSDs for understanding HIV transmission dynamics.

Another important finding is that for all population strata, 15-year-olds chose older partners, on average. However, in the HIV negative population, women chose significantly older partners than men did (23 years vs. 19 years). Critically, this demonstrates that in populations of young people, women are not the only ones choosing older partners. We also noted that in this study population the HIV prevalence among young women was many times greater than the HIV prevalence in age-similar men, indicating that if both young men and young women are choosing partners from their own age group the men will be more likely to choose an HIV positive partner, than the women. Most recent epidemiological studies examining the associations between age differences and HIV incidence have failed to include young men in their analyses, choosing to focus only on women in age-disparate relationships (Balkus et al., 2015; Harling et al., 2014; Schaefer et al., 2017; Street et al., 2015). However, there are a few studies that suggest that

Fig. 4. Distribution of between-subject standard deviations (BSSD) of partner ages, derived from the linear mixed-effects models. The models were applied to 100 imputed datasets, each bootstrapped 2000 times. The vertical dashed lines represent confidence intervals obtained through the percentile method. The mean BSSD represents the average variability in partner age that can be seen among individuals in that stratum.
men in relationships with older or age-similar women may have increased odds of having HIV or a curable STI (Beauclair et al., 2016; Gregson et al., 2002; O’Leary et al., 2015). We also note that men in urban communities are highly mobile, and they may be choosing female partners outside of the study communities. The women from those communities may not have the same HIV prevalence profiles as the women in our study community.

Among HIV-negative participants, there was a marginally significant difference between men and women for the effect of age on the average partner age choice. Indeed, we saw that young men in this group were younger than their female partners when they were 15, but by the time they were 40 years old they were on average 5 years older than their female partners, while women remained younger than their male partners at 40 years. This finding that as men get older, their age differences grow (older than the woman) is similar to other findings (Beauclair et al., 2016, 2012; Smith et al., 2014). While in other populations, women have been observed to have constant age differences as age increases (Beauclair et al., 2016, 2012; Becker et al., 2014), in this study we observed, similar to Ott et al., that as women grew older, their age differences decreased (Ott et al., 2011). We did not detect significant differences between the HIV negative and the HIV positive participants of either gender, and thus we hypothesize that this particular feature of the age-mixing pattern may not play as important of a role in maintaining endemicity of HIV.

The results we present here are congruous with the findings from de Oliveira et al. who found in their phylogenetic analysis from KwaZulu-Natal, South Africa that HIV transmission pathways can be complex and involve cycles of transmission between different genders and age groups (de Oliveira et al., 2016). While our study was limited because we could not determine who infected whom, based upon evidence provided here, we hypothesize that young women below the age of 25, and older women above the age of 45, who have large bridge widths may be playing key roles in transmission. There have been many qualitative investigations about why young women are motivated to engage in age-disparate relationships (Beauclair and Delva, 2013; Hawkins et al., 2012; Leclerc-Madlala, 2008; Luke, 2003; Moore et al., 2008).
However, there is far less understanding about why older women have relationships with younger men, and vice versa (Kuate-Defo, 2008; Phaswana-Mafuya et al., 2014).

A key limitation of our study was that the sexual behaviour survey may have resulted in social desirability bias, through underreporting or over-reporting of sexual partners, in the cases of women and men, respectively. Additionally, one might expect that those with an HIV diagnosis would have been more likely to report age-similar partner ages, or refrain from answering questions about partner age. Fortunately, we were able to use techniques in the design of the survey, and in our analysis to counteract these forms of bias. We used ACASI methods to conduct the survey, which have been shown in other studies to reduce social desirability bias in different African settings (Dolezal et al., 2012; Hewett et al., 2004; Kissinger et al., 1999). Moreover, in a previously published paper using this data, we demonstrated how the ACASI interviewing modality likely resulted in more reporting of sexual partners and sensitive behaviours in comparison to other sexual behaviour surveys using face-to-face-interviewing (Beauclair et al., 2013). We also corrected for the bias that might have resulted from missing partner age data among HIV-positive participants, by using MICE-RF statistical methods.

There is also a possibility that the HIV status variable may have had missing observations because the participants were HIV positive. In this scenario, MICE probably did not completely correct for that form of selection bias, and thus, a sensitivity analysis may be warranted. More research is necessary on how to conduct sensitivity analyses in the presence of MICE-RF imputations.

Additionally, we were restricted by the small total sample size, particularly of HIV positive participants. This may have resulted in a limited ability to detect differences between the HIV positive participants and other population strata. Unfortunately, it is often difficult to find large sexual behaviour datasets where participants have felt comfortable enough to report multiple partners in order to study these dynamics. A potential way forward is to conduct simulation studies, which do not have the sample size constraints of real-world data. Ultimately, it is important to note that these findings may only be generalizable to other urban, disadvantaged communities within Southern Africa that have similar HIV prevalence profiles among men and women of different age groups.

**Fig. 6.** Un-adjusted distribution of bridge widths among those reporting more than one partner for each imputed dataset, by sex and HIV status.
5. Conclusions

While age-mixing has garnered a lot of recent attention for the role it may play in HIV transmission, most of the studies have focused on the individual-level perspective of young women in age-disparate relationships. To our knowledge, this exploratory study is the first to try describe several real-world population-level features of age-mixing patterns in HIV negative and positive populations, and to see if they differ in systematic ways. These differences, or lack thereof, furnish insight into the complex transmission dynamics that occur between genders at different ages, and could possibly lead to sustained HIV epidemics. The hypotheses we generated about which features of age-mixing patterns are important for HIV epidemics, like within-subject variability, can be confirmed through simulation studies, calibrated to real-world populations such as the ones described here. These simulations could then be used to evaluate how different age-mixing pattern characteristics affect the individual-level and population-level dynamics of HIV transmission over short and longer time scales.
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Fig. 8. Expected bridge widths for different values of age (smooth term), by gender. The expected bridge widths are predicted from the negative binomial model that also adjusts for the HIV status of participants. There is a line for each of the 100 models resulting from the imputations.
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