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The cost of software faults has increased from 59 billion USD in 2002 to 1.7 trillion USD in 2017. To alleviate this cost, the consensus among software engineers is to test as early and as often as possible. This, however, is not adopted by many software development teams. Most often, there are limited resources available for testing compared to the development of a product. Therefore, new techniques and methods are needed to improve testing quality in practice. Currently, most software companies rely on simple coverage metrics to assess the quality of their tests. Yet, the academic literature proposes the use of mutation testing to assess and improve the quality of software tests. Despite the promising results of mutation testing, it is not yet widely adopted in industry. We attribute this to three main problems: the performance overhead, lack of domain knowledge in tool providers, and lack of tool support. In this thesis, we address these three problems. Our results show that it is feasible to adapt the process of mutation testing based on industrial needs.
Nederlandstalige Samenvatting

De kosten veroorzaakt door softwarefouten zijn gestegen van 59 miljard USD in 2002 tot 1,700 miljard USD in 2017. Om deze kosten te verminderen is de consensus onder software engineers om zo vroeg en zo vaak mogelijk te testen. In de praktijk wordt dit echter niet door veel software ontwikkeling teams toegepast. Meestal zijn er minder middelen beschikbaar om het product te testen dan om het product te ontwikkelen. Daarom zijn er nieuwe technieken en methoden nodig om de kwaliteit van software tests in de praktijk te verbeteren. Momenteel vertrouwen de meeste softwarebedrijven op eenvoudige cover- age statistieken om de kwaliteit van hun tests te beoordelen. De academische literatuur stelt echter het gebruik van mutation testing voor om de kwaliteit van software tests te beoordelen en te verbeteren. Ondanks de veelbelovende resultaten van mutation testing wordt het nog niet algemeen toegepast in de industrie. We schrijven dit voornamelijk toe aan drie problemen: de overhead van de uitvoering, gebrek aan domeinkennis en gebrek aan ondersteuning voor tools. In dit proefschrift behandelen we deze drie problemen. Onze resultaten tonen aan dat het mogelijk is om het mutation testing procedure aan te passen aan industriële behoeften.
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Software is everywhere. From airplanes to hairdryers, one would be hard-pressed to find an electronic device that is not in some form or shape using software. This has indeed had implications for the world we live in. In a world filled by software, the cost of software faults is significant. In 2002, NIST estimated the cost of software faults to be around 59 billion USD [2]. A recent survey from 2017 by consultancy firm Tricentis suggests that the cost of software faults in the year 2017 alone is more than 1.7 trillion USD [3]. It has been shown that software faults that are detected in the later phases of software development cost more to fix [4]. The problem of software faults is exacerbated by the rapid growth of software industry and a lack of focus on software quality in favor of fast product delivery [5].

The consensus among software engineers is to suggest testing software as early and as often as possible [6]. This is often hindered by a lack of allocated resources for testing during development phase [7]. While software companies adopt a more agile approach to software development [8], the companies that use agile practices such as test-driven development remain in minority [7, 9]. As a result, new techniques and methods need to be created and valorized to deal with technical debt, especially in case of software testing [10]. Practitioners willing to adopt testing improvement techniques produced in research labs can create a strategic advantage [11].

The discrepancy between the theory and practice on what is an appropriate method to measure and improve the quality of software testing is a symptom of this problem [7]. On the one hand, use of metrics such as branch and statement coverage to measure quality of software tests is common in industry [7, 12]. In addition, safety-critical software such as automotive and aeronautics software are encouraged to use modified condition-decision coverage by safety standards [13, 14]. On the other hand, the academic research
has studied these measures and shown their flaws extensively [15, 16, 17, 18, 19, 20]. To discover a software fault, (i) a test needs to execute the fault (Reachability), (ii) the fault should put the program in the wrong state (Infection), (iii) the wrong state should cause the output to be wrong (Propagation), and (iv) the test oracle needs to recognize the wrong output (Reveal) [21, 22]. A good test is designed to target all these steps, namely, create a failure that is propagated to the output, and is revealed by the test oracle. The prime reason why coverage metrics are unreliable as test quality metrics is that they ignore steps (ii) through (iv). Therefore, using coverage metrics, the developer gets no information about the quality of their test oracle. To alleviate this problem, the academic literature promotes the use of mutation testing.

Mutation testing is the process of deliberately injecting faults into a software system, and then verifying whether the tests can detect the injected fault [23]. It is used as a way to measure and improve the quality of software tests. In this method, the faulty version of the software is called a mutant. The fault detection capability of a test suite is determined by the percentage of the mutants that are killed, namely, whether the fault inside a mutant was revealed by a test. If all tests pass, the mutant has survived. Since mutation testing covers all the steps of discovering a fault, it is superior to simple coverage metrics [24, 25, 26]. This fact becomes more pronounced in safety-critical software, where quality of the tests is a major development concern. In addition, recent industrial experiments show that even a limited adoption of mutation testing is useful in improving the development workflow [27, 28].

Despite promising results, the theory is not yet fully adopted into practice. For instance, Gopinath et al. put forward that mutation testing “is generally not used by real-world developers with any frequency” [29]. A survey on software testing practices in Canada has shown that in 2013 industry was paying attention to mutation testing [7]. Large companies such as Google are also showing interest in using mutation testing to improve their testing quality [27, 28]. Yet, we are still far from wide-spread adoption [23]. The literature blames this mainly on the performance overhead, leading to the adagium—do fewer, do smarter, and do faster [30, 31]. However, based on our own collaborations with the industry in Belgium, we argue there are at least two more problems on the way to successful valorization of mutation testing. Based on these observations, in this thesis we address the following problems:

- **Performance Problem:** Mutation testing is computationally intensive. For example, during one of our case studies, we encountered a 7 days run time of our tool for a project of moderate size (38 KLOC).
- **Fault Model Problem:** Mutation testing requires a fault model that represents the common faults in its target context. For example, when collaborating with a company that used modern C++ language constructs, we noticed that default set of
1.1. CONTRIBUTIONS

mutation operators omit mutating C++11/14 constructs, and thus, neglects an important part of their software.

- **Tool Problem:** Mutation testing tools cannot handle the complexity of industrial software. For example, in one of our case studies, we noticed that the complex structure of the build environment and its dependence on OSGI and separate project structures for testing does not allow us to use any of the mutation testing tools that were available at the time.

Indeed, there are more problems to be solved by researchers other than the aforementioned three. The equivalent mutant problem—where the generated mutant is semantically the same as the program—is a well-known example. While a major part of the literature consists of attempts to solve this problem, we did not find it an immediate roadblock for industrial adoption of mutation testing. Some industrial studies even mention the usefulness of such mutants [28]. Therefore, in this thesis we set the scope to solve only these three problems.

In Chapters 4 to 6 we address the performance problem. In Chapters 7 and 8 we address the fault model problem. Finally, in Chapters 3 and 9 we address the tool problem.

### 1.1 CONTRIBUTIONS

The main contributions of this thesis are as follows.

- In Chapter 3, we create and evaluate LittleDarwin as a mutation testing tool that can be used in a complex industrial environment.

- In Chapter 4, we evaluate random mutant selection as a method of reducing the performance cost of mutation testing on industrial-grade open-source software systems.

- In Chapter 5, we propose a model to estimate mutation coverage from higher-order mutation coverage in order to facilitate the use of higher-order mutation testing as a method of reducing performance cost of mutation testing.

- In Chapter 6, we facilitate dynamic subsumption analysis as a way to identify and remove redundant mutants by implementing it in LittleDarwin.

- In Chapter 7, we propose 4 new mutation operators to address the null-type problem in Java based on feedback from our industrial partners and evaluate them by performing a case study on industrial-grade open-source systems.

- In Chapter 8, we propose and evaluate 4 mutation operators for C++11/14 language features based on common fault patterns described by domain experts.
In Chapter 9, we compare mutation coverage with branch and statement coverage in an industrial setting in collaboration with an industrial partner.

1.2 ORIGINS OF CHAPTERS

Chapters 3 to 8 are peer-reviewed and published. Chapter 9 is currently under peer-review.

**CHAPTER 3** was published in the *7th International Conference on Fundamentals of Software Engineering (FSEN 2017)* [32].

**CHAPTER 4** was published in the *Proceedings of the 20th International Conference on Evaluation and Assessment in Software Engineering (EASE 2016)* [33].

**CHAPTER 5** was published in the *2016 IEEE International Conference on Software Quality, Reliability, and Security (QRS 2016)* [34].

**CHAPTER 6** was published in the *Proceedings of the 8th ACM SIGSOFT International Workshop on Automated Software Testing (A-TEST 2017)* [35].

**CHAPTER 7** was published in the *SOFSEM 2019: Theory and Practice of Computer Science (SofSem 2019)* [36].

**CHAPTER 8** was published in the *Proceedings of 2018 International Conference on Testing Software and Systems (ICTSS 2018)* [37].

**CHAPTER 9** is submitted to *International Journal on Software Tools for Technology Transfer (Under Review) (STTT)*.
In this chapter, we provide the background information about mutation testing that is necessary to understand the rest of this thesis.

Mutation testing is the process of injecting faults into a software system and then verifying whether the test suite indeed fails (i.e. detects the injected fault). The idea of mutation testing was first mentioned in a class paper by Lipton (as reported by Offutt et al. in [30]), and later developed by DeMillo, Lipton and Sayward [38]. The first implementation of a mutation testing tool was done by Timothy Budd in 1980 [39].

Mutation testing induces the following steps on the test process. It starts with a *green* test suite — a test suite in which all the tests pass. First, a faulty version of the software is created by introducing faults into the system (*Mutation*). This is done by applying a known transformation (*Mutation Operator*) on a certain part of the code. After generating the faulty version of the software (*Mutant*), it is passed on to the test suite. If there is an error or failure during the execution of the test suite the mutant is marked as killed (*Killed Mutant*). If all tests pass, it means that the test suite could not catch the fault and the mutant has survived (*Survived Mutant*).

### 2.1 INVALID MUTANTS

In the process of generation of mutants, sometimes a mutant is not compilable. Such mutants are called *invalid mutants*. Given the fact that typical mutation testing tools do not attempt to compile the code entirely, it is possible that mutants are created that adhere to the syntax of a language, but cannot be compiled. For example, in case of concatenation of two string variables using “+” operator, changing this operator to “-” leads to generation of an invalid mutant. While most invalid mutants can be avoided at mutant generation
CHAPTER 2. BACKGROUND

2.2 EQUIVALENT MUTANTS

If the output of a mutant for all possible inputs is the same as the original program, it is called an equivalent mutant. It is not possible to create a test case that passes for the original program and fails for an equivalent mutant, because the equivalent mutant has the same semantics as the original program. This makes the creation of equivalent mutants undesirable, since the time that the developer wastes on an equivalent mutant does not result in the improvement of the test suite. Equivalent mutants have a significant impact on the accuracy of the mutation coverage [40]. Unfortunately, equivalent mutants are not easy to detect because they depend on the context of the program itself [41]. For example, in Figure 2.1, replacing `++` in `proc1` changes the output for any input other than 0, while the same mutant in `proc2` does not. Indeed, the preceding line `i++` ensures that the condition `i > 0` is always met for `i ≥ 1`. The mutant can be killed in `proc1`, because `i = 0`, however in `proc2` the mutant is undetectable by any test because of `i = 2`.

As for filtering the equivalent mutants, there are no tools available that automatically detect and remove all equivalent mutants. In general, detection of equivalent mutants is an undecidable problem [42]. Manual inspection of all mutants is the only way of filtering
all equivalent mutants, which is impractical due to the amount of work it needs. Therefore, the common practice within today’s state-of-the-art is to take precautions to remove as many equivalent mutants as possible (e.g., using Trivial Compiler Equivalence [43]), and accept equivalent mutants as a threat to validity.

2.3 MUTATION COVERAGE

Mutation testing allows software engineers to monitor the fault detection capability of a test suite by means of Mutation Coverage (see Equation 2.1). A test suite is said to achieve full mutation test adequacy whenever it can kill all of the non-equivalent mutants, thus reaches a mutation coverage of 100%. Such test suites are called mutation-adequate test suites.

\[
\text{Mutation Coverage} = \frac{\text{Number of killed mutants}}{\text{Number of all non-equivalent mutants}}
\] (2.1)

Mutation coverage is often declared as a stopping criterion for writing (unit) tests — the next level of testing can only start when mutation coverage exceeds a given threshold [44, 45]. This is especially useful when tests are generated automatically [46, 47].

2.4 MUTATION OPERATORS

A mutation operator is a known transformation which creates a faulty version by introducing a single change. The first set of the mutation operators designed were reported in King et al. [48]. These operators which work on very basic entities were introduced in the tool Mothra which was designed to mutate FORTRAN77 programming language. In 1996, Offutt et al. determined that a selection of few mutation operators are enough to produce similarly capable test suites with a four-fold reduction of the number of mutants [49]. This reduced set of operators shown in Table 2.1 remained more or less intact in all subsequent research papers.

With the popularity of the object-oriented programming paradigm, there was a need to design new mutation operators to simulate the faults that occur in this kind of programs. Several studies proposed new mutation operators [50, 51], and some of them were designed to prove the usefulness of object-oriented operators [52, 53]. Ahmed et al. did a complete survey on this subject [54].

During the past decade, the academic focus was on creating new mutation operators for special purposes such as targeting certain security problems [55, 56] or language specific mutation operators [36, 37, 57, 58, 59]. These mutation operators, even though im-
important in their own context, do not relegate into the general concept of mutation testing. The traditional mutation operators are by far the most often implemented [23]. One reason for this is that using more mutation operators produces more mutants; which makes the procedure longer to finish, and as a result, less practical. The reduced set of operators mentioned in Table 2.1 provides a smaller set which produces results with enough detail for any practical purpose, even though the confidence in such results are slightly less than those retrieved by using additional mutation operators.

### 2.5 MUTANT SAMPLING

To make mutation testing practically applicable, it is important to reduce the time needed — do fewer, do smarter, and do faster [30]. “Do fewer” is achieved by mutant sampling: randomly selecting a sample set of mutants instead of processing all of them. This idea was first proposed by Acree [60] and Budd [39] in their PhD theses. Since then, there were many studies confirming the effectiveness of this approach: the performance gain is significant yet reveals the same weaknesses [48, 61, 62, 63]. The random mutant selection can be performed uniformly, meaning that each mutant has the same chance of being selected. Otherwise, the random mutant selection can be enhanced by using heuristics based on the source code.

The percentage of mutants that are selected determines the sampling rate for random mutant selection. Using a fixed sampling rate is common in literature [63, 64, 65]. However, it is possible to use a weight factor to optimize the sampling rate according to various parameters such as the number of mutants per class. This is called weighted mutant sampling [33]. It is also possible to determine the sampling rate dynamically while performing mutation testing. A method resembling the latter was proposed by Sahinoglu and Spafford to randomly select the mutants until the sample size becomes statistically

---

### Table 2.1: Reduced-set mutation operators (adapted from [1] ©ACM 2006)

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR</td>
<td>Arithmetic Operator Replacement</td>
</tr>
<tr>
<td>AOD</td>
<td>Arithmetic Operator Deletion</td>
</tr>
<tr>
<td>AOI</td>
<td>Arithmetic Operator Insertion</td>
</tr>
<tr>
<td>ROR</td>
<td>Relational Operator Replacement</td>
</tr>
<tr>
<td>COR</td>
<td>Conditional Operator Replacement</td>
</tr>
<tr>
<td>COD</td>
<td>Conditional Operator Deletion</td>
</tr>
<tr>
<td>COI</td>
<td>Conditional Operator Insertion</td>
</tr>
<tr>
<td>SOR</td>
<td>Shift Operator Replacement</td>
</tr>
<tr>
<td>LOR</td>
<td>Logical Operator Replacement</td>
</tr>
<tr>
<td>LOD</td>
<td>Logical Operator Deletion</td>
</tr>
<tr>
<td>LOI</td>
<td>Logical Operator Insertion</td>
</tr>
<tr>
<td>ASR</td>
<td>Assignment Operator Replacement</td>
</tr>
</tbody>
</table>
2.6 FIRST-ORDER MUTANTS AND HIGHER-ORDER MUTANTS

First-order mutants are the mutants generated by applying a mutation operator on the source code only once. By applying mutation operators more than once we obtain higher-order mutants. Higher-order mutants can also be described as a combination of several first-order mutants. Jia et al. [67] introduced the concept of higher-order mutation testing and discussed the relation between higher-order mutants and first-order mutants. They divided the higher-order mutants into four categories based on the observed coupling effect [68]: Expected, Worst, Fault Shift, and Fault Mask.

2.7 MUTANT SUBSUMPTION

Mutant subsumption is defined as the relationship between two mutants \( A \) and \( B \) in which \( A \) subsumes \( B \) if and only if the set of inputs that kill \( A \) is guaranteed to kill \( B \) [69]. The subsumption relationship for faults has been defined by Kuhn in 1999 [70], but its use for mutation testing has been popularized by Jia et al. for creating hard to kill higher-order mutants [67]. Later on, Ammann et al. tackled the theoretical side of mutant subsumption [71]. In their paper, Ammann et al. define dynamic mutant subsumption, which redefines the relationship using test cases. Mutant \( A \) dynamically subsumes Mutant \( B \) if and only if (i) \( A \) is killed, and (ii) every test that kills \( A \) also kills \( B \). Kurtz et al. [69] use the notion of dynamic mutant subsumption graph (DMSG) to visualize the concept of dynamic mutant subsumption. Each node in a DMSG represents a set of all mutants that are mutually subsuming. Edges in a DMSG represent the dynamic subsumption relationship between the nodes. They introduce the concept of static mutant subsumption graph, which is a result of determining the subsumption relationship between mutants using static analysis techniques. The main purpose behind the use of mutant subsumption is to reliably detect redundant mutants, which create multiple threats to the validity of mutation testing [72]. This is often done by determining the dynamic subsumption relationship among a set of mutants, and keeping only those that are not subsumed by any other mutant.
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2.8 MUTATION TESTING TOOLS

Javalanche is a mutation testing framework for Java programs that attempts to be efficient, and not produce equivalent mutants [73]. It uses byte code manipulation in order to speed up the process of mutation testing. Javalanche has been used in numerous studies in the past (e.g. [47, 74]).

PITest is a state-of-the-art mutation testing system for Java, designed to be fast and scalable [75]. PITest is the de facto standard for mutation testing within Java, and it is used as a baseline in mutation testing research (e.g. [76, 77]).

LittleDarwin is a mutation testing tool designed to work out of the box with complicated industrial build systems. For this, it has a loose coupling with the test infrastructure, instead relying on the build system to run the test suite. LittleDarwin has been used in several studies, and is capable of performing mutation testing on complicated software systems [33, 34, 78]. For more information about LittleDarwin please refer to Chapter 3.
LittleDarwin: a Feature-Rich and Extensible Mutation Testing Framework for Large and Complex Java Systems

This chapter targets the third of our three identified problems, the tool problem. In particular, it describes the main tool used during the course of the PhD studies. LittleDarwin is built with the aim of easy deployment in complicated industrial environments. It has been updated with new features to allow for industrial case studies on mutation testing concepts.

We added a sanity check experiment and added information about incremental analysis to this chapter compared to the originally published paper.
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ABSTRACT

Mutation testing is a well-studied method for increasing the quality of a test suite. We designed LittleDarwin as a mutation testing framework able to cope with large and complex Java software systems, while still being easily extensible with new experimental components. LittleDarwin addresses two existing problems in the domain of mutation testing: having a tool able to work within an industrial setting, and yet, be open to extension for cutting edge techniques provided by academia. LittleDarwin already offers higher-order mutation, null type mutants, mutant sampling, manual mutation, and mutant subsumption analysis. There is no tool today available with all these features that is able to work with typical industrial software systems.

3.1 INTRODUCTION

Along with the popularity of agile methods in recent times came an emphasis on test-driven development and continuous integration [79, 80]. This implies that developers are interested in testing their software components early and often [6]. Therefore, the quality of the test suite is an important factor during the evolution of the software. One of the extensively studied methods to improve the quality of a test suite is mutation testing [38].

Mutation testing was first proposed by DeMillo, Lipton, and Sayward to measure the quality of a test suite by assessing its fault detection capabilities [38]. Mutation testing has been shown to simulate faults realistically [24, 81]. This is because the faults introduced by each mutant are modeled after common mistakes developers make [31]. Mutation testing is demonstrated to be a more powerful coverage criteria in comparison with data-flow, statement, and branch coverage [25, 82].

Recent trends in scientific literature indicate a surge in popularity of this technique, along with an increased usage of real projects as the subjects of scientific experiments [31]. In literature, topics such as creating more robust mutants using higher-order mutation [68, 83, 84, 85], reducing redundancy among mutants using mutant subsumption [71, 72, 86], and reducing the number of mutants using mutant selection [65, 87, 88] are gaining popularity. Despite its benefits, the idea of mutation testing is not widely used in industry. Consequently, mutation testing research stays behind since it lacks fundamental experiments on industrial software systems. We believe that, beyond the computationally expensive nature of mutation testing [30], the reluctance of industry can stem from the shortage of mutation testing tools that can both (i) work on large and complex systems, and (ii) incorporate new and upcoming techniques as an experimental framework.

In this paper, we try to fill this gap by introducing LittleDarwin. LittleDarwin is designed as a mutation testing framework aiming to target large and complex systems. The design decisions are geared towards a simple architecture that allows the addition of new experimental components, and fast prototyping. In its current version, LittleDarwin fa-
The rest of the paper is structured as follows. We provide background information about mutation testing in Section 3.2. We explain the design and the implementation of our tool in Section 3.3, and summarize the experiments that have been performed using our tool in Section 3.4. We conclude the paper in Section 3.5.

3.2 MUTATION TESTING

Mutation testing\(^1\) is the process of injecting faults into a software system to verify whether the test suite detects the injected fault. Mutation testing starts with a green test suite — a test suite in which all the tests pass. First, a faulty version of the software is created by introducing faults into the system (Mutation). This is done by applying a known transformation (Mutation Operator) on a certain part of the code. After generating the faulty version of the software (Mutant), it is passed onto the test suite. If there is an error or failure during the execution of the test suite, the mutant is marked as killed (Killed Mutant). If all tests pass, it means that the test suite could not catch the fault, and the mutant has survived (Survived Mutant) [31].

**Mutation Operators.** A mutation operator is a transformation which introduces a single syntactic change into its input. The first set of mutation operators were reported in King et al. [48]. These mutation operators work on essential syntactic entities of the programming language such as arithmetic, logical, and relational operators. They were introduced in the tool Mothra which was designed to mutate the programming language FORTRAN77. In 1996, Offutt et al. determined that a selection of few mutation operators is enough to produce similarly capable test suites with a four-fold reduction of the number of mutants [49]. This reduced-set of operators remained more or less intact in all subsequent research papers. With the advent of object-oriented programming languages, new mutation operators were proposed to cope with the specifics of this programming paradigm [50, 90].

**Equivalent Mutants.** If the output of a mutant for all possible input values is the same as the original program, it is called an equivalent mutant. It is not possible to create a test case that passes for the original program and fails for an equivalent mutant, because the equivalent mutant is indistinguishable from the original program. This makes the creation of equivalent mutants undesirable, and leads to false positives during mutation

---

\(^1\)The idea of mutation testing was first mentioned by Lipton, and later developed by DeMillo, Lipton and Sayward [38]. The first implementation of a mutation testing tool was done by Timothy Budd in 1980 [39].
testing. In general, detection of equivalent mutants is undecidable due to the halting problem [42]. Manual inspection of all mutants is the only way of filtering all equivalent mutants, which is impractical in real projects due to the amount of work it requires. Therefore, the common practice within today’s state-of-the-art is to take precautions to generate as few equivalent mutants as possible, and accept equivalent mutants as a threat to validity (accepting a false positive is less costly than removing a true positive by mistake [91]).

**Mutation Coverage.** Mutation testing allows software engineers to monitor the fault detection capability of a test suite by means of mutation coverage (see Equation 3.1) [31]. A test suite is said to achieve **full mutation test adequacy** whenever it can kill all the non-equivalent mutants, thus reaching a mutation coverage of 100%. Such test suite is called a **mutation-adequate test suite**.

\[
\text{Mutation Coverage} = \frac{\text{Number of killed mutants}}{\text{Number of all non-equivalent mutants}}
\] (3.1)

**Higher-Order Mutants.** First-order mutants are the mutants generated by applying a mutation operator on the source code only once. By applying mutation operators more than once we obtain higher-order mutants. Higher-order mutants can also be described as a combination of several first-order mutants. Jia et al. introduced the concept of higher-order mutation testing and discussed the relation between higher-order mutants and first-order mutants [67].

**Mutant Subsumption.** Mutant subsumption is defined as the relationship between two mutants \(A\) and \(B\) in which \(A\) subsumes \(B\) if and only if the set of inputs that kill \(A\) is guaranteed to kill \(B\) [69]. The subsumption relationship for faults has been defined by Kuhn in 1999 [70], but its use for mutation testing has been popularized by Jia et al. for creating hard to kill higher-order mutants [67]. Later on, Ammann et al. tackled the theoretical side of mutant subsumption [71]. In their paper, Ammann et al. define **dynamic** mutant subsumption, which redefines the relationship using test cases. Mutant \(A\) dynamically subsumes Mutant \(B\) if and only if (i) \(A\) is killed, and (ii) every test that kills \(A\) also kills \(B\). The main purpose behind the use of mutant subsumption is to reliably detect redundant mutants, which create multiple threats to the validity of mutation testing [72]. This is often done by determining the dynamic subsumption relationship among a set of mutants, and keeping only those that are not subsumed by any other mutant.

**Mutant Sampling.** To make mutation testing practical, it is important to reduce its execution time. One way to achieve this is to reduce the number of mutants. A simple approach to mutant reduction is to randomly select a set of mutants. This idea was first proposed by Acree [60] and Budd [39] in their PhD theses. To perform random mutant sampling, no extra information regarding the context of the mutants is needed. This
makes the implementation of this technique in mutation testing tools easier. Because of this, and the simplicity of random mutant sampling, its performance overhead is negligible. Random mutant sampling can be performed uniformly, meaning that each mutant has the same chance of being selected. Otherwise, random mutant sampling can be enhanced by using heuristics based on the source code. The percentage of mutants that are selected determines the sampling rate for random mutant sampling.

3.3 DESIGN AND IMPLEMENTATION

In this section, we discuss the implementation details of LittleDarwin, and provide information on our design decisions.

3.3.1 Algorithm

LittleDarwin is designed with simplicity in mind, in order to increase the flexibility of the tool. To this effect, it mutates the Java source code rather than the byte code in order to defer the responsibility of compiling and executing the code to the build system. This allows LittleDarwin to remain as flexible as possible regarding the complexities stemming from the build and test structures of the target software. The procedure is divided into two phases: Mutation Phase (Algorithm 1), and Test Execution Phase (Algorithm 2).

Mutation Phase. In this phase, the tool creates the mutants for each source file. LittleDarwin first searches for all source files contained in the path given as input, and adds them to the processing queue. Then, it selects an unprocessed source file from the queue, parses it, applies all the mutation operators, and saves all the generated mutants.

Algorithm 1: Mutation Phase

<table>
<thead>
<tr>
<th>Input</th>
<th>Java source files</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Mutated Java source files</td>
</tr>
</tbody>
</table>

1. queue ← all Java source files;
2. while queue ≠ ∅ do
3.  srcFile ← queue.pop();
4.  mutants[srcFile] ← mutate(srcFile);
5. return mutants;

Test Execution Phase. In this phase, the tool executes the test suite for each mutant. First the build system is executed without any change to ensure that the test suite runs “green”. Then, a source file along with its mutants are read from the database, and the output of the build system is recorded for each mutant. If the build system fails (exits with non-zero status) or times out, the mutant is categorized as killed. If the build system
is successful (exits with zero status), the mutant is categorized as survived. Finally, a
report is generated for each source file, and an overall report is generated for the project
(see Figure 3.3 for an example of this).

Algorithm 2: Test Execution Phase

\[
\text{Input : Mutated Java source files} \\
\text{Output : Mutation Testing Report} \\
\]

1. if \( \text{executeTestSuite()} \) is successful then
2.   \hspace{1em} foreach \( \text{srcFile} \) do
3.   \hspace{2em} queue \( \leftarrow \) mutants[\( \text{srcFile} \)];
4.   \hspace{2em} backup(\( \text{srcFile} \));
5.   \hspace{2em} while queue \( \neq \) \( \emptyset \) do
6.     \hspace{3em} mutantFile \( \leftarrow \) queue.pop();
7.     \hspace{3em} replace(\( \text{srcFile} \), mutantFile);
8.     \hspace{3em} result[mutantFile] \( \leftarrow \) executeTestSuite();
9.     \hspace{3em} restore(\( \text{srcFile} \));
10.    \hspace{2em} Generate report for \( \text{srcFile} \);
11.   \hspace{2em} Generate overall report;
12. return reports;

3.3.2 Components

The data flow diagram of the main internal components of LittleDarwin is shown in
Figure 3.1. The following is an explanation of each main component:

JavaRead. This component provides methods to perform input/output operations
on Java files. LittleDarwin uses this component to read the source files, and write the
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```
/* LittleDarwin generated mutant
mutant type: relationalOperatorReplacement
-----> before: daysRented  <= 0
-----> after:  daysRented  > 0
-----> line number in original file: 35
-----> mutated nodes: 66
*/
```

Figure 3.2: The Header of a LittleDarwin Mutant

mutants back to disk.

**JavaParse.** This component parses Java files into an abstract syntax tree. This is necessary to produce valid and compilable mutants. To implement this functionality, an Antlr4\(^2\) Java 8 grammar is used along with a customized version of Antlr4 runtime. Beside providing the parser, this component also provides the functionality to pretty print the modified tree back to a Java file.

**JavaMutate.** This component manipulates the abstract syntax tree (AST) created by the parser. Subsection 3.3.3 explains the mutation operators of LittleDarwin in detail. The currently implemented mutation operators search the provided AST for mutable nodes matching the predefined patterns (for example, *AOR-B* looks for all binary arithmetic operator nodes that do not contain a string as an operand), and they perform the mutation on the tree itself. This gives the developer flexibility in creating new complicated mutation operators. Even if a mutation operator introduces a fault that needs to change several statements at once, and depends on the context of the statements, it can be implemented using a complicated search pattern on the AST. The mutation operators are designed to exclude mutations that would lead to compilation errors. However, not all of these cases can be detected using an AST (e.g. *AOR-B* on two variables that contain strings). Handling of such cases are therefore left for the post-processing unit that filters such mutants based on the output of the Java compiler. In order to preserve the maximum amount of information for post-processing purposes, for each mutant a commented header is created. This header contains the following information: (i) the mutation operator that created the mutant, (ii) the mutated statement before and after the mutation, (iii) the line number of the mutated statement in the original source file, and (iv) the id number of the mutated node(s). An example is shown in Figure 3.2.

**Report Generator.** This component generates HTML reports for each file. These reports contain all the generated mutants and the output of the build system after the execution of each mutant. In the end, an overall report is generated for the whole project (Figure 3.3).

\(^2\)http://www.antlr.org/
3.3.3 Mutation Operators of LittleDarwin

There are 9 default mutation operators implemented in LittleDarwin listed in Table 3.1. Each of these mutation operators replaces a syntactic feature with another. While in many mutation tools, several mutants are created from the same statement, LittleDarwin creates only one mutant per statement. For example, \( a + b \) can be changed into \( a - b \), \( a \times b \), or \( a/b \), but in LittleDarwin \( a + b \) is only replaced by \( a - b \). These operators are based on the reduced-set of mutation operators that were demonstrated by Offutt et al. to be capable of creating similar-strength test suites as the full set of mutation operators [49].

Since the number of mutation operators of LittleDarwin is limited, it is possible that no mutants are generated for a class that lacks mutable statements. In practice, we observed that usually only very small compilation units (e.g. interfaces, and abstract classes) are subject to this condition.

In addition to these mutation operators, there are four experimental mutation operators in LittleDarwin that are designed to simulate null type faults. These mutation operators along with the faults they simulate are provided in Table 3.2. We included these mutation operators based on the conclusions offered by Osman et al. [92]. In their study, they discover that the null object is a major source of software faults. The null type mu-
Table 3.1: LittleDarwin Mutation Operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR-B</td>
<td>Replaces a binary arithmetic operator</td>
<td>$a + b$ $a - b$</td>
</tr>
<tr>
<td>AOR-S</td>
<td>Replaces a shortcut arithmetic operator</td>
<td>$+ + a$ $- - a$</td>
</tr>
<tr>
<td>AOR-U</td>
<td>Replaces a unary arithmetic operator</td>
<td>$-a$ $+a$</td>
</tr>
<tr>
<td>LOR</td>
<td>Replaces a logical operator</td>
<td>$a &amp; b$ $a</td>
</tr>
<tr>
<td>SOR</td>
<td>Replaces a shift operator</td>
<td>$a &gt;&gt; b$ $a &lt;&lt; b$</td>
</tr>
<tr>
<td>ROR</td>
<td>Replaces a relational operator</td>
<td>$a &gt;= b$ $a &lt; b$</td>
</tr>
<tr>
<td>COR</td>
<td>Replaces a binary conditional operator</td>
<td>$a &amp; &amp; b$ $a</td>
</tr>
<tr>
<td>COD</td>
<td>Removes a unary conditional operator</td>
<td>$!a$ $a$</td>
</tr>
<tr>
<td>SAOR</td>
<td>Replaces a shortcut assignment operator</td>
<td>$a *= b$ $a /= b$</td>
</tr>
</tbody>
</table>

Table 3.2: Null Type Faults and Their Corresponding Mutation Operators

<table>
<thead>
<tr>
<th>Fault</th>
<th>Mutation Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null is returned by a method</td>
<td>NullifyReturnValue</td>
<td>If a method returns an object, it is replaced by null</td>
</tr>
<tr>
<td>Null is provided as input to a method</td>
<td>NullifyInputVariable</td>
<td>If a method receives an object reference, it is replaced by null</td>
</tr>
<tr>
<td>Null is used to initialize a variable</td>
<td>NullifyObjectInitialization</td>
<td>Wherever there is a new statement, it is replaced with null</td>
</tr>
<tr>
<td>A null check is missing</td>
<td>RemoveNullCheck</td>
<td>Any binary relational statement containing null at one side is negated</td>
</tr>
</tbody>
</table>

mutation operators are able to simulate such faults, and consequently assess the quality of the test suite with respect to them. These mutation operators cover fault-prone aspects of a method: NullifyInputVariable mutates the method input, NullifyReturnValue mutates the method output, and NullifyObjectInitialization and RemoveNullCheck mutate the statements in method body.

3.3.4 Design Characteristics

To foster mutation testing in industrial setting it is important to have a tool able to work on large and complex systems. Moreover, to allow researchers to use real-life projects as the subjects of their studies, it is also important to provide a framework that is easy to extend. In this section, we show to what extent LittleDarwin, and its main alternatives, can satisfy these requirements. As alternatives, we use PITest [75], Javalanche [73], and MuJava [1], since they are popular tools used in literature. In Table 3.3, we summarize the design highlights.

Compatibility with Major Build Systems. To make the initial setup of a mutation testing tool easier, it needs to work with popular build systems for Java programs. LittleDarwin executes the build system rather than integrate into it, and therefore, can readily support various build systems. In fact, the only restrictions imposed by LittleDarwin
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Table 3.3: Comparison of Features in Mutation Testing Tools

<table>
<thead>
<tr>
<th>Features</th>
<th>LittleDarwin</th>
<th>PITest [93]</th>
<th>Javalanche [73]</th>
<th>MuJava [94]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compatibility with</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maven</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Ant</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Gradle</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Others</td>
<td>✓</td>
<td></td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Support for Complex Test Structures</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Optimized for Performance</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Optimized for Experimentation</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Tested on Large Systems</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Ability to Retain Detailed Results</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Open Source</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

are: (i) the build system must be able to run the test suite, and (ii) the build system must return non-zero if any tests fail, and zero if it succeeds. PITest address the challenge via integration into the popular build systems by means of plugins. At the time of writing it supports Maven\(^3\), Ant\(^4\), and Gradle\(^5\). Javalanche and MuJava do not integrate in the build system.

**Support for Complex Test Structures.** One of the difficulties of performing mutation testing on complex Java systems is to find and execute the test suite correctly. The great variety of testing strategies and unit test designs generally causes problems in executing the test suite correctly. LittleDarwin overcomes this problem thanks to a loose coupling with the test infrastructure, instead relying on the build system to execute the test suite. Other mutation testing tools reported in Table 3.3 have problems in this regard.

**Optimized for Performance.** LittleDarwin mutates the source code and performs the execution of the test suite using the build system. This introduces a performance overhead for the analysis. For each mutant injected, LittleDarwin demands a rebuild and test cycle on the build system. The rest of the mutation tools use byte code mutation, which leads to better performance.

**Optimized for Experimentation.** LittleDarwin is written in Python to allow fast prototyping [95]. To parse the Java language, LittleDarwin uses an Antlr4 parser. This allows us to rapidly adapt to the syntactical changes in newer versions of Java (such as Java 8). This parser produces a complete abstract syntax tree that makes the implementation of experimental features easier. In addition, the modular and multi-phase design of the tool allows reuse of each module independently. Therefore, it becomes easier to customize the tool according to the requirements of a new experiment. The other mutation tools work on byte code, and therefore do not offer such facilities.

\(^3\)https://maven.apache.org/
\(^4\)https://ant.apache.org/
\(^5\)https://gradle.org/
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Table 3.4: Comparison of Experimental Features in Mutation Testing Tools

<table>
<thead>
<tr>
<th>Experimental Features</th>
<th>LittleDarwin</th>
<th>PITest</th>
<th>Javalanche</th>
<th>MuJava</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higher-Order Mutation</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Mutant Sampling</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Subsumption Analysis</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Manual Mutation</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Incremental Analysis</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

**Tested on Large Systems.** LittleDarwin has been used in the past on software systems with more than 82 KLOC [33, 34]. PITest and Javalanche have been used in experiments with softwares of comparable size [73, 77]. We did not find evidence that MuJava has been tested on large systems.

**Ability to Retain Detailed Results.** PITest and Javalanche only output a report on the killed and survived mutants. However, in many cases this is not enough. For example, subsumption analysis requires the name of all the tests that kill a certain mutant. To address this problem, LittleDarwin retains all the output provided by the build system for each mutant, and allows for post-processing of the results. This also allows the researchers to manually verify the correctness of the results. MuJava provides an analysis framework as well, allowing for further experimentation [1].

**Open Source.** LittleDarwin is a free and open source software system. The code of LittleDarwin and its components are provided\(^6\) for public use under the terms of GNU General Public License version 2. PITest and MuJava are released under Apache License version 2. Javalanche is released into public domain without an accompanying license.

### 3.3.5 Experimental Features

In order to facilitate the means for research in mutation testing, LittleDarwin supports several features up to date with the state of the art. A summary of these features and their availability in the alternative tools is provided in Table 3.4. An explanation of each feature follows.

**Higher-order Mutation.** This feature is designed to combine two first-order mutants into a higher-order mutant. It is possible to link the higher-order mutants to their first-order counterparts after acquiring the results.

**Mutant Sampling.** This feature is designed to use the results for sampling experiments. LittleDarwin by default implements two sampling strategies: uniform, and weighted. The uniform approach selects the mutants randomly with the same chance of selection.

\(^6\)[https://github.com/aliparsai/LittleDarwin]
for all mutants. In the weighted approach, a weight is assigned to each mutant that is proportional to the size of the class containing the mutant. The given infrastructure also allows for the development of other techniques.

Subsumption Analysis. This feature is designed to determine the subsumption relationship between mutants. For each mutant, this feature can determine whether the mutant is subsuming or not, which tests kill the mutant, which mutants are subsuming the mutant, and which mutants are subsumed by the mutant. It is also capable of exporting the mutant subsumption graph proposed by Kurtz et al. for each project [69, 96].

Manual Mutation. This feature allows the researcher to use their manually created mutants with LittleDarwin. LittleDarwin is capable of automatically matching the mutants with the corresponding source files, and creating the required structure to perform the analysis. For example, this is useful in case the mutants are created with a separate tool.

Incremental Analysis. This feature allows the tool to be used in a continuous integration environment without the need of re-executing the analysis on all mutants after each integration step. Using this feature, developers can limit the analysis to the classes that have either recently changed or are related to the changes.

3.4 EXPERIMENTS

In this section, we provide a brief summary of the experiments we already performed using the experimental features of LittleDarwin on large and complex systems.

Mutation Testing of a Large and Complex Software System. We used LittleDarwin to analyze a large and complex safety critical system for Agfa HealthCare. Our attempts to use other mutation testing tools failed due to the complex testing structure of the target system. Due to this complexity, these tools were not able to detect the test suite. This is because (i) the project used OSGI headers to dynamically load modules, and (ii) the test suite was located in a different component, and required several frameworks to work. The loose coupling of LittleDarwin with the testing structure allowed us to use the build system to execute the test suite, and thus, successfully perform mutation testing on the project. For more details on this experiment, including the specification of the target system, and the run time of the experiment, please refer to Parsai’s master’s thesis [89].

Experimenting Up to Date Techniques on Real-Life Projects. LittleDarwin was used to perform three separate studies using the up to date techniques reported in Table 3.4. We were able to perform these studies on real-life projects.

In our study on random mutant sampling, we noticed that related literature have

---

7https://www.osgi.org/developer/specifications/
two shortcomings [33]. They focus their analysis at project level and they are mainly based on toy projects with adequate test suites. Therefore, we evaluated random mutant sampling at class level, and on real-life projects with non-adequate test suites. We used LittleDarwin to study two sampling strategies: uniform, and weighted. We highlighted that the weighted approach increases the chance of inclusion of mutants from classes with a small set of mutants in the sampled set, and reduces the viable sampling rate from 65% to 47% on average. This analysis was performed on 12 real-life open source projects.

In our study on higher-order mutation testing, we used LittleDarwin to perform our experiments [34]. We proposed a model to estimate the first-order mutation coverage from higher-order mutation coverage. Based on this, we proposed a way to halve the computational cost of acquiring mutation coverage. In doing so, we achieved a strong correlation between the estimated and actual values. Since LittleDarwin retains the information necessary for post-processing the results, we were able to analyze the relationship between each higher-order mutant and its corresponding first-order mutants.

We performed a study on simulating the null type faults which is currently under peer-review. In this study, we show that mutation testing tools are not adequate to strengthen the test suite against null type faults in practice. This is mainly because the traditional mutation operators of current mutation testing tools do not model null type faults. We implemented four new mutation operators in LittleDarwin to model null type faults explicitly, and we show how these mutation operators can be operatively used to extend the test suite in order to prevent null type faults. Using LittleDarwin, we were able to analyze the test suites of 15 real-life open source projects, and describe the trade offs related to the adoption of these operators to strengthen the test suite. We also used the mutant subsumption feature of LittleDarwin to perform redundancy analysis on all 15 projects.

Pilot Experiment. We performed a pilot experiment on a real life project in order to compare LittleDarwin with two of its alternatives: PITest and Javalanche. In this experiment, we used Jaxen\(^8\) as the subject, since it has been used before to evaluate Javalanche by its authors [97]. Jaxen has 12,438 lines of production code, and 7,539 lines of test code. Table 3.5 shows the results of our pilot experiment. As we can see, even though LittleDarwin creates the least number of mutants, it is still slowest per-mutant. This is mainly because PITest and Javalanche both filter the mutants prior to analysis based on statement coverage. In addition, LittleDarwin relies on the build system to run the test suite, which introduces per-mutant overhead.

Sanity Check Experiment. In order to assess the trustworthiness of LittleDarwin, a small sanity check experiment was conducted where we compared the results of LittleDarwin with those of PITest and JaCoCo. Even though the mutation operators of PITest

\(^8\)http://jaxen.org/
Table 3.5: Pilot Experiment Results

<table>
<thead>
<tr>
<th>Tool</th>
<th>Generated Mutants</th>
<th>Killed Mutants</th>
<th>Mutation Coverage</th>
<th>Analysis Time</th>
<th>Per-mutant Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>LittleDarwin</td>
<td>1,390</td>
<td>805</td>
<td>57.9%</td>
<td>2h23m45s</td>
<td>6.21s</td>
</tr>
<tr>
<td>PITest</td>
<td>4,315</td>
<td>2,145</td>
<td>49.8%</td>
<td>1h13m13s</td>
<td>1.02s</td>
</tr>
<tr>
<td>Javalanche</td>
<td>9,285</td>
<td>4,442</td>
<td>47.8%</td>
<td>1h35m23s</td>
<td>0.62s</td>
</tr>
</tbody>
</table>

are different from those of LittleDarwin, the overall assessment of the test suite should match in principle. The system under investigation during the pilot study was AddThis Codec⁹, a serialisation library for Java. This project has 46 classes in total, which is small enough to allow for manual inspection of the results.

Figure 3.4: Comparing mutation coverage from PITest, and LittleDarwin, and branch coverage from JaCoCo

PITest generated a total number of 1,038 mutants of which 586 were killed by the test suite; resulting in a mutation coverage of 56%. LittleDarwin created 476 mutants with 295 of them killed; which lead to a mutation coverage of 62% for the whole project. Figure 3.4 shows the mutation coverage values calculated by PITest and LittleDarwin and the branch coverage values calculated by JaCoCo for each of the 46 classes. As one can see, for most of the classes, the mutation coverage are close to one another. Manual inspection confirmed that for those cases, PITest and LittleDarwin indeed create similar mutants. Also, manual inspection revealed that the classes with the highest difference in mutation coverage had only few mutants generated in total. For these classes, the small differences between the mutants created by each tool can result in a big impact on mutation coverage.

⁹https://github.com/addthis/codec
3.5 CONCLUSION

We presented LittleDarwin, a mutation testing framework for Java. On the one hand, it can cope with large and complex software systems. This lets LittleDarwin foster the adoption of mutation testing in industry. On the other hand, the tool is written in Python and released as an open source framework, namely it enables fast prototyping, and the addition of new experimental components. From this point of view, LittleDarwin shows its keen interest in representing an easy to extend framework for researchers on mutation testing. Combining these aspects allows researchers to use real-life projects as the subjects of their studies.

In the current version, LittleDarwin is compatible with major build systems, supports complex test structures, can work with large systems, and retains lots of useful information for further analysis of the results. Moreover, it already includes the following experimental features: higher-order mutation, mutant sampling, mutant subsumption analysis, and manual mutation. Using these features, we have already performed four studies on real-life projects that would otherwise not have been feasible.
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CONTEXT
This chapter targets the first of our three identified problems, the performance problem. In particular, it aims to evaluate random mutant selection on real-life software. Random mutant selection is an easy-to-implement way of reducing the performance overhead of mutation testing, and therefore, it can be easily added as a feature to the tools that are already publicly available. Here we assume that a random set of mutants are selected out of all the mutants generated for a software project, and that the distribution of equivalent mutants is uniform in the software under test.

We extended the threats to validity section here compared to the published version.
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ABSTRACT

Mutation testing is a standard technique to evaluate the quality of a test suite. Due to its computationally intensive nature, many approaches have been proposed to make this technique feasible in real case scenarios. Among these approaches, uniform random mutant selection has been demonstrated to be simple and promising. However, works on this area analyze mutant samples at project level mainly on projects with adequate test suites. In this paper, we fill this lack of empirical validation by analyzing random mutant selection at class level on projects with non-adequate test suites. First, we show that uniform random mutant selection underachieves the expected results. Then, we propose a new approach named weighted random mutant selection which generates more representative mutant samples. Finally, we show that representative mutant samples are larger for projects with high test adequacy.

4.1 INTRODUCTION

The quality of a test suite is of interest to researchers and practitioners since the early days of software testing. One of the extensively studied approaches to quantify the quality of a test suite is mutation testing [38]. Mutation testing provides a well-studied approach to measure the quality of a test suite, and it is proven to simulate the faults realistically [24, 81]. This is due to the fact that the faults introduced by each mutant are modeled after the common mistakes developers often make [31].

Although the idea of mutation testing has been introduced since 1977 [38, 98], it has not found widespread use in real scenarios due to its computationally intensive nature. Therefore several approaches have been proposed in order to make this technique feasible in industrial settings [30]. Among these approaches, random mutant selection is one of the easiest to implement with promising results [64]. In this approach, instead of using all of the generated mutants, only a randomly selected subset of all mutants is selected to perform the mutation testing.

A common way to compare the random mutant selection approaches is to evaluate their level of effectiveness. The effectiveness of the sampled set is generally calculated in two steps. First, a certain number of test suites are created, each capable of killing all mutants in the sampled set. Then, the mutation coverage of each test suite is calculated, and the effectiveness of the sampled set is evaluated as the average of the mutation coverage of all these test suites [63]. Using this procedure, the random mutant selection has been demonstrated to be effective in literature [61, 63, 64, 65]. Here the mutant selection is performed using a uniform distribution, that is to say, all mutants had the same chance of being selected in the sampled set. Wong et al. reported that even using a subset of 10% of all generated mutants there is only a decrease of 16% of the performance achievable using full set of mutants [61, 64]. Likewise, Zhang et al. reported that a sample reduced
to half the size of the full set of mutants is equally effective [63]. However, these studies suffer from two shortcomings. First of all, effectiveness gives a biased picture of the sampled set as it favors large classes with many mutants. Secondly, they presume that the test suite one starts from has a good mutation coverage. We explain these shortcomings in the next two paragraphs.

The effectiveness measure gives a biased view, because it is computed at project level and provides no information on how the mutation coverage of individual classes is affected by using the sampled set. There might be classes where no mutants are selected at all, and yet the effectiveness of the sampled set would not be affected at project level. This is contrary to common practice, where test suite quality metrics are often calculated per class [99]. In that sense, studies based on the metric effectiveness lack of an analysis of the representativeness of the sampled set of mutants; namely, how using a sampled set of mutants influences the mutation coverage calculated for each class.

The assumption that projects have an adequate test suite (thus a test suite that has a 100% mutation coverage), is not realistic in many real projects. In that sense, studies based on this assumption need to be replicated in realistic scenarios to verify their validity. Only Zhang et al. [65] address the second threat by performing an experiment using non-adequate test suites as well as adequate test suites. However, they only considered the overall mutation coverage in their criteria and did not investigate the effects of random mutant selection on the mutation coverage at class level.

In this study, we attempt to fill the lack of empirical evaluation on random mutant selection on real projects by following the Goal-Question-Metric approach [100]. We set as object the process of random mutant selection in software projects with non-adequate test suites. Our purpose is to evaluate the representativeness of random mutant selection at class and project level. We evaluate the representativeness for software projects with different level of test adequacy. Then, we propose a new approach named weighted random mutant selection with the purpose of improving the representativeness of the sampled set of mutants at class level. We also investigate how the level of test adequacy varies along with acceptable sampling rate; namely the rate at which representativeness of the sampled set reaches a certain “acceptable” level (section 4.3.2). The viewpoint is that of software testers and testing researchers, both are interested in finding smaller yet representative sets of mutants able to work in real case scenarios. The environment of this study consists of 12 open-source projects. For this reason, we pursue the following research questions:

— **RQ1**: When does uniform random mutant selection achieve an acceptable degree of representativeness of the full set of mutants? We evaluate the representativeness of uniform random mutant selection (from now on, referred to as the uniform approach)
with various sampling rates on 12 open-source projects. Even though we are in agreement with previous research on this topic [61, 63, 64, 65] that using random mutant selection at low rates is effective in estimating project level mutation coverage, yet, the sampled set of mutants does not accurately represent the full set of mutants in estimating mutation coverage at class level.

— **RQ2:** To what extent can we reduce the acceptable sampling rate while keeping the same degree of representativeness?

We introduce a simple heuristic to improve the representativeness of randomly selected mutants. We call the new approach *weighted* random mutant selection (from now on, referred to as the weighted approach). This approach reduces the size of the sampled set at which we achieve acceptable mutant representativeness.

— **RQ3:** How does the level of test adequacy affect the acceptable sampling rate?

We investigate the effects of test adequacy on the acceptable sampling rate. We discover that the more adequate the test suite is, the higher the acceptable sampling rate becomes.

The rest of the article is structured as follows. In Section 4.2, background information regarding the study is provided. In Section 4.3, the details of the setup of the case study is discussed. In Section 4.4, the results are analyzed. In Section 4.5 we discuss the threats that affect the results. In Section 4.6, we report the state of literature on this topic. Finally, we present the conclusion in Section 4.7.

### 4.2 BACKGROUND

This section provides background information about what mutant sampling is, and the tool we use for our study.

#### 4.2.1 Mutant Sampling

To make mutation testing practical, it is important to reduce the time it needs to run. One way to achieve this is to reduce the number of mutants. A simple approach to mutant reduction is to randomly select a set of mutants. This idea was first proposed by Acree [60] and Budd [39] in their PhD theses. To perform random mutant selection, we do not need any extra information regarding the context of the mutants. This makes easier the implementation of the mutation testing tools. Because of this, and the simplicity of random selection procedure, its performance overhead is negligible as well. The random mutant selection can be performed uniformly, meaning that each mutant has the same chance of being selected. Otherwise, the random mutant selection can be enhanced by
4.3. CASE STUDY SETUP

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
<th>Example Before</th>
<th>Example After</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR-B</td>
<td>Replaces a binary arithmetic operator</td>
<td>$a + b$</td>
<td>$a - b$</td>
</tr>
<tr>
<td>AOR-S</td>
<td>Replaces a shortcut arithmetic operator</td>
<td>$++a$</td>
<td>$--a$</td>
</tr>
<tr>
<td>AOR-U</td>
<td>Replaces a unary arithmetic operator</td>
<td>$-a$</td>
<td>$+a$</td>
</tr>
<tr>
<td>LOR</td>
<td>Replaces a logical operator</td>
<td>$a &amp; b$</td>
<td>$a \mid b$</td>
</tr>
<tr>
<td>SOR</td>
<td>Replaces a shift operator</td>
<td>$a &gt;&gt; b$</td>
<td>$a &lt;&lt; b$</td>
</tr>
<tr>
<td>ROR</td>
<td>Replaces a relational operator</td>
<td>$a == b$</td>
<td>$a &lt; b$</td>
</tr>
<tr>
<td>COR</td>
<td>Replaces a binary conditional operator</td>
<td>$a &amp;&amp; b$</td>
<td>$a || b$</td>
</tr>
<tr>
<td>COD</td>
<td>Removes a unary conditional operator</td>
<td>$! a$</td>
<td>$a$</td>
</tr>
<tr>
<td>SAOR</td>
<td>Replaces a shortcut assignment operator</td>
<td>$a * = b$</td>
<td>$a / = b$</td>
</tr>
</tbody>
</table>

Table 4.1: LittleDarwin mutation operators

using heuristics based on the source code.

The percentage of mutants that are selected determines the sampling rate for random mutant selection. Using a fixed sampling rate is common in literature [63, 64, 65]. It is also possible to determine the sampling rate dynamically while performing mutation testing. A method resembling the latter was proposed by Sahinoglu and Spafford to randomly select the mutants until the sample size becomes statistically appropriate [66]. They concluded that their model achieves better results due to its self-adjusting nature [31].

4.2.2 LittleDarwin

To perform our analysis, we used the LittleDarwin\(^1\) mutation testing tool previously used by Parsai et al. [78, 89]. This tool can perform mutation testing in complex (or simple) environments. LittleDarwin creates mutants by manipulating source code, and keeps the information about generated mutants and the results of the analysis on a local database, allowing to analyze the results further by using subsets of the final result. This also allows for the manual filtering of equivalent mutants\(^2\), namely, the mutants that keeps the semantics of the program unchanged, and thus cannot be killed by any test [40].

In its current version, LittleDarwin supports mutation testing of Java programs with in total 9 mutation operators. These mutation operators are an adaptation of the minimal set introduced by Offutt et al. [49]. The description of each mutation operator along with an example can be found in Table 4.1.

---

\(^1\)http://littledarwin.parsai.net/

\(^2\)We did not filter the equivalent mutants (see Section 4.5).
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<table>
<thead>
<tr>
<th>Project</th>
<th>Ver.</th>
<th>Size (LoC)</th>
<th>#C</th>
<th>TS</th>
<th>SC</th>
<th>BC</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prod.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apache Commons CLI</td>
<td>1.3.1</td>
<td>2665</td>
<td>816</td>
<td>15</td>
<td>96%</td>
<td>93%</td>
<td>94.2%</td>
</tr>
<tr>
<td>JSQILParser</td>
<td>0.9.4</td>
<td>7342</td>
<td>576</td>
<td>19</td>
<td>81%</td>
<td>73%</td>
<td>93.6%</td>
</tr>
<tr>
<td>jOpt Simple</td>
<td>4.8</td>
<td>1982</td>
<td>297</td>
<td>14</td>
<td>99%</td>
<td>97%</td>
<td>91.7%</td>
</tr>
<tr>
<td>Apache Commons Lang</td>
<td>3.4</td>
<td>24289</td>
<td>4398</td>
<td>30</td>
<td>94%</td>
<td>90%</td>
<td>90.7%</td>
</tr>
<tr>
<td>Joda Time</td>
<td>2.8.1</td>
<td>28479</td>
<td>1909</td>
<td>42</td>
<td>90%</td>
<td>81%</td>
<td>81.7%</td>
</tr>
<tr>
<td>Apache Commons Codec</td>
<td>1.10</td>
<td>6485</td>
<td>1461</td>
<td>10</td>
<td>96%</td>
<td>92%</td>
<td>81.6%</td>
</tr>
<tr>
<td>VRaptor</td>
<td>3.5.5</td>
<td>14111</td>
<td>3417</td>
<td>65</td>
<td>87%</td>
<td>81%</td>
<td>81.2%</td>
</tr>
<tr>
<td>JGraphT</td>
<td>0.9.1</td>
<td>13822</td>
<td>8180</td>
<td>1150</td>
<td>31</td>
<td>79%</td>
<td>73%</td>
</tr>
<tr>
<td>AddThis Codec</td>
<td>3.3.0</td>
<td>3675</td>
<td>249</td>
<td>4</td>
<td>69%</td>
<td>63%</td>
<td>64.7%</td>
</tr>
<tr>
<td>PITest</td>
<td>1.1.7</td>
<td>17244</td>
<td>19005</td>
<td>1044</td>
<td>19</td>
<td>79%</td>
<td>73%</td>
</tr>
<tr>
<td>JTerminal</td>
<td>1.0.1</td>
<td>687</td>
<td>8</td>
<td>2</td>
<td>66%</td>
<td>56%</td>
<td>60.0%</td>
</tr>
<tr>
<td>JDepend</td>
<td>2.9.1</td>
<td>2460</td>
<td>18</td>
<td>2</td>
<td>59%</td>
<td>52%</td>
<td>59.0%</td>
</tr>
</tbody>
</table>

Acronyms: Version (Ver.), Line of code (LoC), Production code (Prod.), Number of commits (#C), Team size (TS), Statement coverage (SC), Branch coverage (BC), Mutation coverage (MC)

Table 4.2: Relevant statistics of the selected projects

4.3 CASE STUDY SETUP

In this section, we provide information about the dataset we use (Subsection 4.3.1) and the criteria adopted to evaluate approaches for random selection (Subsection 4.3.2). Finally, we report the details of the algorithms used for the analysis (Subsection 4.3.3).

4.3.1 Dataset

We selected 12 open source projects for our empirical study (Table 4.2). The selected projects differ in size of their production code, test code, number of commits, and team size to provide a wide range of possible scenarios. Moreover, they also differ in adequacy of the test suite based on statement, branch, and mutation coverage (Table 4.2). All selected projects are written in Java, which is a widely used programming language in industry [7].

4.3.2 Evaluation Criteria

The union of mutants generated by each class defines the full set of mutants for the project. The mutation coverage acquired using random mutant selection only has practical purpose if it is representative of the mutation coverage calculated using the full set of mutants. Here, for representative we mean the correlation between the mutation cov-
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Previous studies investigating how to reduce the full set of mutants used the metric *effectiveness* [61, 101]. To calculate effectiveness, first a set of test suites (T) is created, that each member is a test suite capable of killing all non-equivalent mutants in the sampled set. The mutation coverage of each test suite is then calculated using the full set of mutants, and effectiveness is defined as the average of the mutation coverage for all test suites in T. This metric only takes into account the effectiveness of the sampled set at project level.

In this work, we propose a new metric called *representativeness* to evaluate the correlation of the mutation coverage for the sampled set, and the full set of the mutants. To compute the representativeness of the random sample, we use Pearson’s ρ and Kendall’s τb correlation coefficients. We first partition the set of mutants according to set of classes, then we calculate the mutation coverage for each class using the equation in Figure 4.1. The same procedure is performed using the sampled set of mutants. The results are then used to calculate correlation coefficients.

We analyze whether the values of mutation coverage are linearly correlated (using Pearson’s ρ [102]), and whether the ranking order of results can be predicted by the mutation coverage calculated using sampled sets (using Kendall’s τb [103, 104]). Each one of these correlation coefficients provide a different outlook on the results. Pearson’s ρ evaluates the linear correlation between the mutation coverage values of each class. The higher the correlation between the two sets (sampled and full), the higher is the representativeness of the sampled mutants. Kendall’s τb shows if the sampled set can accurately predict the ranking order of the classes based on mutation coverage. This is desired, for example, if prioritizing the classes based on mutation coverage is important for the user. This coefficient has been used previously by Zhang et al. [63, 65]. By using this criteria, we aim to compare two approaches from the viewpoint of a developer who intends to discover which class is in need of more testing.

An example of these criteria is shown in Figure 4.2. In this figure, the small rectangles represent the classes and the large rectangle represents the project. The percentages inside each rectangle shows the mutation coverage of that class. The mutation coverage calculated using sampled set is shown in red while the mutation coverage calculated using all mutants is shown in green. The correlation between these two sets of mutation coverage values are then calculated using ρ and τb.

\[
\text{Mutation Coverage} = \frac{\text{Killed Mutants}}{\text{All Mutants}}
\]

Figure 4.1: Mutation coverage equation
Presenting mutation coverage as a percentage follows the same trend as other metrics such as branch coverage [45, 99]. We use mutation coverage as a metric to evaluate the quality of the test suite in the same manner. For object oriented programming languages like Java, test suite quality metrics are often calculated per unit, meaning that tools calculate the coverage per smaller units than the project as a whole [99]. Therefore, it is important that the results acquired from sampled set can emulate the results of full set of mutants per class. We consider a correlation value (\( \rho \)) of 0.75 the critical point after which two sets of mutation coverage values are strongly correlated. The choice of critical point is only to provide a reference, and slightly higher or lower values will not affect our conclusions (See Section 4.5). In our analysis, the size of these sets is always higher than 16 (granting a p-value lower than 0.01), with only the exception of JTerminal where the size is 6 (providing a p-value lower than 0.09). From now on, we define acceptable anything higher than the critical point, and as acceptable sampling rate the acceptable rate from where the degree of representativeness remains acceptable.

In order to evaluate the representativeness of the sampled set at project level,

we calculate the difference between the mutation coverage from the full set and the mutation coverage from the sampled set at various sampling rates. From now on, we refer to this difference as “distance”, namely the absolute value of the difference between mutation coverage of the full set and the mutation coverage of the sampled set. This gives us an idea on how close the sampled set can approximate the overall mutation coverage at various rates.

### 4.3.3 Algorithms

In order to calculate the representativeness of the sampled set of mutants, first we need to calculate the mutation coverage for each class using the sampled set. To do this, first we collect all the mutants belonging to the class from the sampled set. Then we use
the equation in Figure 4.1 to calculate the mutation coverage for that class. This procedure is repeated until each class has two mutation coverage measurements: one calculated using the full set, and another calculated using the sampled set. Then we calculate the correlation between these two sets of mutation coverage values using the correlation coefficients $\rho$ and $\tau_b$. This process is repeated 10 times in order to reduce the random noise. Finally, the average of all correlation values is reported for a specific sampling rate. By varying the sampling rate from 1% to 100%, we find the acceptable sampling rate for each project. The process of selection of mutants is performed in two different ways for our analysis. For the uniform approach, we use a random function to select $N$ mutants from the full set. In the weighted approach, we first assign a weight proportional to inverse of the size of the class to each mutant, and then we use a roulette wheel algorithm to select the mutants. Assigning the inverse of the size avoids the overrepresentation of larger classes over smaller ones.

To do this, we first pick a random number $r$ between 0 and the sum of all weights. Then, we add the weight of each mutant until this sum is greater than the random number $r$. The corresponding mutant is then selected. This procedure is repeated until the sample size reaches $N$. For the interested reader, the details of these algorithms are available online\textsuperscript{3}.

4.4 RESULTS

In this section, we discuss the results of our study. For each research question, we first briefly describe our motivation, approach, and then our findings. In Table 4.3, for each project we report the acceptable sampling rate as determined by $\rho$ and $\tau_b$. We refer to Figures 4.7 and 4.8 to summarize the results of all research questions. In these figures, the horizontal axis is the sampling rate, and the vertical axis is the degree of representativeness. The red line shows the data for the uniform approach and the blue line shows the data for the weighted approach. We also draw a green line at the critical point to show where the sets of mutants start to be acceptable. While performing the study, we realized that the results from Pearson’s correlation and those of Kendall correlation were very close to each other. Therefore, it is unnecessary to report both in many parts of the analysis. So, wherever not specified, we refer to the Pearson’s correlation to report the degree of representativeness.

\textsuperscript{3}http://parsai.net/files/WRMSAFormalDef.pdf
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4.4.0 RQ1. When Does Uniform Random Mutant Selection Achieve An Acceptable Degree of Representativeness of the Full Set of Mutants?

Motivation. For different sampling rates, we want to evaluate the representativeness of the sampled set of mutants with respect to the full set of mutants. We want to perform this analysis at project and class level.

Approach. We perform an empirical study on 12 object oriented projects with different levels of test adequacy. For each project, we evaluate the degree of representativeness of the sampled set at project level. For this reason, we analyze the distance between the mutation coverage calculated from the sampled set, and the full set for sampling rates between 1% and 100%. Then, we calculate the degree of representativeness of the sampled set of mutants for different sampling rates at class level.

Findings. Zhang et al. [65] states that the uniform approach for adequate as well as non-adequate test suites provides near-perfect results with a low sampling rate at project level. Figure 4.3 shows the distance between the mutation coverage calculated from sampled set and full set. In this figure, we observe that the average distance over all of our projects is below 2% with a sampling rate as low as 5%. Our analysis confirms Zhang’s observation, namely at project level, the acceptable degree of representativeness is achieved at a very low sampling rate. The different level of representativeness achieved at project and class levels can be explained by the dominance of classes with larger sets of mutants in the overall mutation coverage. At class level, the acceptable degree of representativeness is achieved for sampling rates that span from 36% to 88% (37% to 83% using Kendall’s correlation). Table 4.3 shows that in JDepend, the appropriate acceptable sampling rate is 36%, since from this rate we obtain an acceptable representativeness. For JSQLParser the acceptable sampling rate is 88%. These two projects represent the maximum variability of the acceptable sampling rate. On average, the acceptable sampling rate for the uniform approach is 63%.

Focusing on Figures 4.7 and 4.8, we can notice that for many projects the sampling rate has an almost linear relationship with the degree of representativeness (e.g.; VRaptor, PITest, and Commons Lang). Whereas, in some other projects, this relationship is logarithmic-like, with the degree of representativeness that becomes acceptable sooner (e.g.; JGraphT, and JDepend). During our investigation, we found that correlation between the acceptable sampling rate and the number of classes with mutants is 0.44. Visually, this correlation can be seen in Figure 4.5. All these results show that at class level, the acceptable sampling rate is project-dependent. Moreover, we can see that difference between the number of mutants in the sampled set and the full set does not justify the degree of representativeness.

This result was unexpected since the analysis at project level reported that the uniform
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Figure 4.3: The distance between mutation coverage calculated from sampled set and full set for sampling rates from 1% to 100%

approach was viable with acceptable sampling rate as low as 5%. Whereas, our analysis at class level strongly differs having a acceptable sampling rate of 65% on average. From this point of view, the uniform approach underachieves the expected results.

4.4.0 RQ2. To What Extent Can We Reduce the Acceptable Sampling Rate While Keeping the Same Degree of Representativeness?

Motivation. During the analysis of RQ1, we noticed that some classes were not represented at all in the sampled sets of mutants. Classes with large number of mutants dominate the sampled set because their mutants have a higher chance of being selected. Consequently, the representativeness is negatively affected, since the sampled set may not include any mutants from classes with a small number of mutants. Therefore, we want a new heuristic able to increase the chances to select mutants from such classes.

Approach. We introduce a new heuristic that assigns more “weight” to the classes with a small number of mutants in order to increase the chance to select their mutants. Then we analyze to what extent our heuristic reduces the acceptable sampling rate with respect to the uniform approach (Table 4.3). Finally, we analyze if the acceptable sampling rate using our heuristic is project-dependent. For this reason, we analyze the relationship between sampling rate and the degree of representativeness for each project (Figures 4.7...
Findings. The uniform approach has a degree of representativeness that grows almost linearly with the sample size (Figures 4.7 and 4.8). This means that with a small sample size, it might not produce representative sampled sets. On the other hand, for a large sample the reduction in size would be negligible. Keeping the same degree of representativeness, the average acceptable sampling rate for the weighted approach is 45%; which is 18% less than the uniform approach. Almost in every project, the weighted approach goes close to the perfect representativeness around 75% sampling rate. Fixing the sampling rate, the weighted approach generates sampled sets with higher degree of representativeness compared to the uniform approach (Figures 4.7 and 4.8).

The reduction in sample size does not follow the same pattern in all projects. For example, in Apache Commons Codec (second row in the middle in Figures 4.7 and 4.8), using the uniform approach with a sampling rate higher than 72%, the representativeness remains acceptable (for both $\rho$ and $\tau_b$). For the weighted approach, the representativeness is already acceptable using only a sampling rate of 40% (a reduction of 32% of the sample size). On the other hand, JGraphT (top left in Figures 4.7 and 4.8) only shows a 5% reduction. By investigating this issue further, we discovered that for the weighted approach, the correlation between the acceptable sampling rate and the number of classes with mutants is 0.72 with a p-value of 0.008 (Figure 4.5), which is higher than the one achieved in the uniform approach. This happens because the more classes there are, the larger the sample needs to be in order to include mutants from all classes. We also find that the reduction of the sample size has a correlation of 0.57 (p-value 0.053) and 0.64 (p-value 0.025) respectively with the standard deviation ($\sigma$) and the average of the sizes ($\mu$) of mutant sets for each class (Figure 4.4). This happens because if the size of classes are close to each other, the weights would be close as well. As a consequence, the weighted approach would behave like the uniform approach. Comparing these factors for JGraphT and Apache Commons Codec, we discover that for the former $\sigma$ and $\mu$ are equal to 16.2, and 12.4 respectively, while for the latter $\sigma$ and $\mu$ are equal to 83.3, and 48.2 respectively. These values are in agreement with our analysis.

4.4.0 RQ3. How Does the Level of Test Adequacy Affect the Acceptable Sampling Rate?

Motivation. During the investigation of RQ1 and RQ2, we noticed that the acceptable sampling rate is project-dependent. In literature [61, 63, 64], the analysis of sampling rates are done mostly at project level considering projects with adequate test suites. For this reason, we want to analyze the influence of the level of test adequacy on acceptable sampling rate for each project using class level criteria.

Approach. To evaluate the level of test adequacy we rely on mutation coverage as a
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<table>
<thead>
<tr>
<th>Project</th>
<th>Uniform</th>
<th>Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho &gt; 0.75$</td>
<td>$\tau_b &gt; 0.75$</td>
</tr>
<tr>
<td>Commons CLI</td>
<td>63%</td>
<td>31%</td>
</tr>
<tr>
<td>JSQLParser</td>
<td>88%</td>
<td>81%</td>
</tr>
<tr>
<td>JOpt Simple</td>
<td>56%</td>
<td>33%</td>
</tr>
<tr>
<td>Commons Lang</td>
<td>79%</td>
<td>50%</td>
</tr>
<tr>
<td>Joda Time</td>
<td>58%</td>
<td>45%</td>
</tr>
<tr>
<td>Commons Codec</td>
<td>72%</td>
<td>39%</td>
</tr>
<tr>
<td>VRaptor</td>
<td>78%</td>
<td>68%</td>
</tr>
<tr>
<td>JGraphT</td>
<td>42%</td>
<td>37%</td>
</tr>
<tr>
<td>AddThis Codec</td>
<td>57%</td>
<td>41%</td>
</tr>
<tr>
<td>PTest</td>
<td>73%</td>
<td>64%</td>
</tr>
<tr>
<td>JTerminal</td>
<td>52%</td>
<td>26%</td>
</tr>
<tr>
<td>JDepend</td>
<td>36%</td>
<td>21%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>63%</td>
<td>45%</td>
</tr>
</tbody>
</table>

Table 4.3: acceptable sampling rate for uniform and weighted approaches
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Figure 4.4: How the number of mutants per class affect the reduction of the sample size
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Figure 4.5: How the number of classes with mutants affects the acceptable sampling rate

![Graph showing the acceptable sampling rate against the number of classes.]

Figure 4.6: How mutation coverage affect the acceptable sampling rate

![Graph showing the acceptable sampling rate against mutation coverage.]

Findings. Figure 4.6 shows that for the uniform approach and (to a lesser extent) for the weighted approach, the acceptable sampling rate increases with the test adequacy. This result means that achieving an acceptable degree of representativeness metric (Table 4.2). Test suites are considered as non-adequate if their mutation coverage is lower than 100%. In Table 4.3, we sort projects according to the level of test adequacy to check if and to what extent it influences the acceptable sampling rate. In Figure 4.6, we plot how test adequacy affects the acceptable sampling rate.

Findings. Figure 4.6 shows that for the uniform approach and (to a lesser extent) for the weighted approach, the acceptable sampling rate increases with the test adequacy. This result means that achieving an acceptable degree of representativeness...
requires higher acceptable sampling rate in projects with higher level of test adequacy. This can be explained considering classes without mutants in the sampled set. If these classes had a high level of test adequacy, then their absence in sampled set would have a high negative impact on the degree of representativeness. Therefore, a larger sample is needed to be sure that all the classes are represented. For example, as seen in Table 4.3, JSQLParser and Apache Commons Lang have a acceptable sampling rate of 88% and 79% respectively, even though the level of test adequacy is higher than 90% in both projects. This effect is mitigated by using the weighted approach. For this reason, this behavior is less evident than in the uniform approach.

4.5 THREATS TO VALIDITY

To describe the threats to validity we refer to the guidelines reported by Yin [105].

Threats to internal validity focus on confounding factors that can influence the obtained results. These threats stem from potential bugs hidden inside the algorithms used for sampling mutants or in LittleDarwin. We consider this chance—even if possible—limited. The pseudo-code for random mutant selection is explained in our paper and its implementation has been carefully reviewed by the first author. The code of LittleDarwin has been already checked and tested in several case studies [78, 89]. Finally, the code of LittleDarwin along with all the raw data of the study is publicly available for download in the replication package.4

Threats to external validity correspond to the generalizability of our results. In our analysis we use only 12 open source projects. We mitigate this threat by using projects which differ for number of contributors, size and adequacy of the test suite. Yet, it is desirable to replicate this study using more projects, especially the ones belonging to industrial settings. A second threat stems from the limited set of mutation operators used in mutation testing process. Since mutation coverage depends on the mutants used, the sampling process and its accuracy is bounded to mutation operators that generate them. The impact of this threat is limited since we use the standard set of mutation operators which is representative of mistakes commonly introduced by developers and typically supported by many mutation testing tools [78]. In addition, since both uniform and weighted random selection was performed using the same set of mutation operators, the impact of extra mutation operators on the results of the study is minimal.

Threats to construct validity are concerned with how accurately the observations describe the phenomena of interest. In our case, this depends on the set of metrics adopted to evaluate the algorithms for random mutant selection. To measure to what extent the sampled mutants are representative of all possible mutants, we use the correlation be-

4http://parsai.net/files/research/ReplicationPackage.7z
Figure 4.7: Pearson correlation between sampled and all mutants. The data reported in these figures is discrete. However for better visualization, the points are connected together.
Figure 4.7: (Continued) Pearson correlation between sampled and all mutants. The data reported in these figures is discrete. However for better visualization, the points are connected together.
Figure 4.8: Kendall correlation between sampled and all mutants. The data reported in these figures is discrete. However, for better visualization, the points are connected together.
Figure 4.8: (Continued) Kendall correlation between sampled and all mutants. The data reported in these figures is discrete. However for better visualization, the points are connected together.
tween mutation coverage values calculated using sampled set and full set of mutants, thus emulating the way coverage metrics are commonly used in industry. We calculate correlations using well known metrics that have been used in literature numerous times. Even though we define the critical point after which the correlation is strong at 0.75, our results still hold if we choose slightly different thresholds. Due to often large sample sizes, the p-value for correlations were often much smaller than 0.001, and therefore we decided not to mention them explicitly. Sampling at project-level is another threat to construct validity. However, the alternative of sampling at class-level was not viable, since it is not possible to guarantee a certain size for the sampled set at project level.

As for filtering the equivalent mutants, we chose not to categorically remove a group of mutants, because the distribution of equivalent mutants in the sampled sets theoretically remains the same as the distribution in all mutants. Since, equivalent mutants act as false positives [40], we can argue that our sampled sets contain roughly the same percentage of false positives as in all mutants. Because classifying a single mutant for a class that has only few mutants as a false negative is more costly than adopting few false positives, we prefer the latter based on common practice [91].

Threats to conclusion validity are concerned with the degree to which conclusions we reach about relationships in our data are reasonable. Since the provided rationals in Section 4.4 justify our conclusions, we assume there are no threats to conclusion validity.

4.6 RELATED WORK

Reduction of the number of mutants has been investigated in literature to reduce the computational cost of mutation testing. Mutant selection is a simple approach towards this goal. There are two main branches to mutant selection: operator-based mutant selection and random mutant selection.

Operator-based mutant selection has been studied in detail in literature. Mathur [106] first proposed an approach based on selecting the sufficient set of mutant operators. Wong et al. [64] examined a selective set of mutation operators (2 out of 22) and concluded that the results are similar to those of all mutation operators. Offutt et al. [49, 101] demonstrated through empirical experiments that five mutation operators are sufficient to emulate the full set of mutation operators. Barbosa et al. uses random mutant selection as a control technique to determine the sufficient set of mutation operators for C [107]. Siami Namin et al. [108] used a subset of mutation operators for Proteum [109] that generated only 8% of all mutants. Gligoric et al. [74] extended this topic to concurrent code, and propose a set of 6 mutation operators as the sufficient set for the concurrent code. Random mutant selection has not been investigated as deeply as operator-based mutant selection in the literature. The first mention of random mutant selection is in the works of Acree
et al. [60, 110] and Budd [39], however, they did not perform any extensive empirical research on this subject. Wong and Mathur [64] then examined the uniform approach with incremental steps and concluded that a selection rate of 10% is only 16% less effective than all mutants. Zhang et al. have shown that the uniform approach using half the mutants is as effective as using all mutants [63]. They also proposed a two-round random mutant selection in which first a mutation operator is selected, and then a mutant generated by that operator is randomly selected. They demonstrated that this approach is more reliable due to less variance in the selected random sets in different runs. However, they used only projects with adequate test suites as the subjects of their experiment. Zhang et al. show that the use of random mutant selection along with operator-based mutant selection produces more accurate results [65]. They also show that the uniform approach provides accurate overall mutation coverage values for the test suite. In these studies [63, 64, 65] they only consider the correlation between several sets of test suites calculating the overall mutation coverage for the project. Our study differs from the previous ones in these respects:

- Instead of analyzing the representativeness of the sampled set at project level, we analyze it at class level. In this way, we avoid domination of larger classes over smaller ones in the analysis of the representativeness at project level.
- We study the largest set of projects with non-adequate test suites. Such projects have different characteristics such as size, number of contributors, and level of test adequacy.

4.7 CONCLUSION AND FUTURE WORK

Mutation testing is a widely studied method to determine the adequacy of a test suite. However, its adoption in real scenarios is hindered by its computationally intensive nature. Several approaches have been proposed to make it feasible in industrial settings and among them random mutant selection shows promising results. Studies of random mutant selection have two shortcomings, they focus their analysis at project level and they are mainly based on projects with adequate test suites. In this study we attempt to fill this the lack of empirical evaluation. We analyze uniform and weighted approaches in the context of random mutant selection. We compare these approaches at class level using as baseline 12 projects with various levels of test suite adequacy, code base sizes, and contributors.

We highlight that the uniform approach underachieves the expected results when analyzed at class level. We show that the uniform approach is only viable using a sampling rate around 65% (on average). Moreover, the degree of representativeness of the sampled sets grows linearly with the increase of the sampling rate. We also show that the
average acceptable sampling rate for the weighted approach is 18% less than the uniform approach while keeping the same degree of representativeness. The reduction in sample size between these two approaches is correlated with the average, and the standard deviation of the number of mutants per class. We discover that acceptable sampling rate is correlated with the number of classes with mutants in the uniform (and to a higher extent) to the weighted approach. We discover that the lack of representation of a class with a small set of mutants in the sampled set affects the projects with higher test adequacy in a stronger manner. By using the weighted approach this problem is reduced since it increases the chance of inclusion of mutants from classes with small set of mutants in the sampled set. We discovered that the number of mutants per class is a relevant factor to create a representative sampled set. For this reason, we invite fellow researchers to explore the influence of other factors such as type and position of the mutants for increasing the degree of representativeness.
A Model to Estimate First-Order Mutation Coverage from Higher-Order Mutation Coverage

CONTEXT
This chapter targets the first of our three identified problems, the performance problem. In particular, it aims to ease the use of higher-order mutation testing in real-life scenarios by providing a method to estimate first-order mutation coverage. The use of higher-order mutation coverage allows for a faster analysis without significant loss of information. Here we make several simplifying assumptions about the distribution of mutants and the probability of their status. These assumptions are made in order to reach a simplified model good enough for estimation purposes.

We removed the notion of false positives and explicitly mention the undecidability of equivalent mutant detection problem here compared to the published version.
CHAPTER 5. A MODEL TO ESTIMATE FIRST-ORDER MUTATION COVERAGE FROM HIGHER-ORDER MUTATION COVERAGE

ABSTRACT

The test suite is essential for fault detection during software development. First-order mutation coverage is an accurate metric to quantify the quality of the test suite. However, it is computationally expensive. Hence, the adoption of this metric is limited. In this study, we address this issue by proposing a realistic model able to estimate first-order mutation coverage using only higher-order mutation coverage. Our study shows how the estimation evolves along with the order of mutation. We validate the model with an empirical study based on 17 open-source projects.

5.1 INTRODUCTION

The advent of agile processes with their emphasis on test-driven development [111] and continuous integration [80] implies that developers want (and need) to test their newly changed or modified classes or components early and often [6]. Therefore, the quality of the test suite is an important factor during the evolution of the software. One of the extensively studied methods to improve the quality of a test suite is mutation testing [38]. Mutation testing provides a repeatable and scientific approach to measure the quality of the test suite, and it is demonstrated to simulate the faults realistically [24, 81]. This is because the faults introduced by each mutant are modeled after the common mistakes developers often make [31]. Although the idea of mutation testing has been introduced in the late 1970s [38, 98], it has not found widespread use in industry due to its computationally expensive nature. Therefore, several approaches have been proposed in order to make this technique feasible in industrial settings [30]. Exploiting higher-order mutants instead of first-order mutants is one way used in literature to approach this problem [31]. Higher-order mutants can be created by partitioning the set of first-order mutants randomly, and combining first-order mutants in each partition into higher-order mutants. The benefits of higher-order mutation are twofold. First, higher-order mutants are less likely to generate equivalent mutants than first-order mutants [68, 112]. The detection of equivalent mutants is an undecidable problem due to Turing’s halting problem [113]. However, when an equivalent mutant is combined with a non-equivalent mutant, the resulting higher-order mutant is non-equivalent as well [84]. This means that second-order mutants are less likely to suffer from the equivalency problem [67]. Second, by using higher-order mutants, fewer mutants need to be evaluated [67]. For instance, combining first-order mutants two-by-two into second-order mutants would reduce the number of mutants to 50%. As a consequence, it saves close to half of the computational time and make more feasible the integration of mutation testing in continuous integration systems.

Despite the benefits, the adoption of higher-order mutants presents also drawbacks and limitations. When higher-order mutants are constructed in the aforementioned manner, the mutation coverage calculated using higher-order mutants is not as precise as the
one calculated using first-order mutants, with the former often overestimating the ca-
pabilities of a test suite. While using higher-order mutants allows us to evaluate less
mutants, it also means that we lose information regarding the status of each underlying
first-order mutant. This creates a limitation on the order of mutation, as the value of the
lost information overcomes the value of the information at hand.

In this paper, we address these shortcomings. We propose a model able to estimate
first-order mutation coverage requiring only the computation of higher-order mutation
coverage and yet with a smaller chance of equivalency problem. We are interested in a
realistic model, namely a model that explains in a reasonable manner how the first-order
mutants coverage affects the higher-order mutant coverage\(^1\). Initially, we evaluate the
estimation of our model for the second-order mutants. Then, we extend the analysis
to find out whether our model can be used with mutants of third or higher order. For
each higher-order mutant, we also verify whether our model correctly describes their real
behavior. More specifically, we look for side effects (e.g.; fault shifting and fault masking
[68]) due to the combination of first-order mutants into higher-order mutants.

This work follows the Goal-Question-Metric paradigm [100]. The goal of this study is
to build a model based on higher-order mutation coverage able to estimate the first-order
mutation coverage. The behavior of the empirical data must be explained reasonably
by such model. The focus is to explore the accuracy and the limitations of the model
according to the order of mutation. The viewpoint is that of the team leaders and testing
researchers, both interested in making mutation testing applicable in real case scenarios.
The environment of this study consists of 17 open-source cases. For this reason, we pursue
the following research questions:

— **RQ1.** To what extent the second-order mutants can be used in place of the first-order
mutants for estimation purposes?

— **RQ2.** How does incrementing the order of mutation affect the accuracy of the estima-
tion provided by the model?

The rest of the paper is structured as follows: Section 5.2 provides necessary back-
ground information about the subject of the study. Section 5.3 describes our proposed
model. In Section 5.4 we explain the design of our case study. In Section 5.5 we present
the results of our experiment. Section 5.6 contains the threats to the validity of our study,
and our attempts to reduce them. Section 5.7 discusses the related studies, and their
differences with ours. Finally, we conclude the paper in Section 5.8.

\(^1\) Several polynomial functions of order N can fit the empirical data. Yet, the underlying model may not be
suitable to explain the behavior of the data.
5.2 BACKGROUND

In this section we present an overview of the background information needed to understand our proposed model. First we explain the mutation testing, then we discuss the equivalent mutants, and finally, we take a closer look at the higher-order mutants.

5.2.0 Mutation Testing

Mutation testing is the process of injecting faults into software, and counting the number of these faults that make at least one test fail. The idea of mutation testing was first mentioned in a class paper by Lipton and later developed by DeMillo, Lipton, and Sayward [38]. The first implementation of a mutation testing tool was done by Timothy Budd in 1980 [39].

The procedure for mutation testing is as follows: First, faulty versions of the software are created by introducing a single fault into the system (Mutation). This is done by applying a known transformation on a certain part of the code (Mutation Operator). After generating the faulty versions of the software (Mutants), the test suite is executed on each one of these mutants. If there is an error or failure during the execution of the test suite, the mutant is regarded as killed (Killed Mutant). On the other hand, if all tests pass, it means that the test suite could not catch the fault and the mutant has survived (Survived Mutant). The final result is calculated by dividing the number of killed mutants by the number of all non-equivalent mutants. This metric provides a detailed assessment of the quality of a test suite, as it makes sure that the kind of faults simulated by the mutation operators are covered by the tests and therefore reduces the chance of missing such faults in the final product. In addition of using mutation coverage, test developers can target surviving mutants. This allows killing mutants to be used as a test requirement.

5.2.0 Equivalent Mutants

If a mutant produces the same output as the original program for all input values, it is called an equivalent mutant. The creation of equivalent mutants is undesirable [40], but they are not easy to detect [41]. The creation of such mutants depends on the context of the program itself, for example, in Figure 5.1, the introduced change in proc1 will change the outcome, while the same change in proc2 does not. The error introduced in proc2 is, therefore, not detectable by any test.
5.2.0 First-Order Mutants and Higher-Order Mutants

First-order mutants are the mutants generated by applying a mutation operator on the source code only once. By applying mutation operators more than once we obtain higher-order mutants. Higher-order mutants can also be described as a combination of several first-order mutants. Jia et al. [67] introduced the concept of higher-order mutation testing and discussed the relation between higher-order mutants and first-order mutants.

They divided the higher-order mutants into four categories based on the observed coupling effect [68]: Expected, Worst, Fault Shift, and Fault Mask. However, this categorization cannot be used to clarify the unexpected status of the higher-order mutants, mainly because it does not consider how the status of the higher-order mutant relates to the status of the underlying first-order mutants. Therefore, we propose the following categorization:

— **Expected.** The higher-order mutant is killed, and at least one of the underlying first-order mutants is killed; or the higher-order mutant has survived as well as all the underlying first-order mutants.

— **HK-FS.** The higher-order mutant is killed, even though all the underlying first-order mutants have survived.

— **HS-FK.** The higher-order mutant has survived, even though at least one of the under-
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Table 5.1: LittleDarwin mutation operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
<th>Example Before</th>
<th>Example After</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR-B</td>
<td>Replaces a binary arithmetic operator</td>
<td>$a + b$</td>
<td>$a - b$</td>
</tr>
<tr>
<td>AOR-S</td>
<td>Replaces a shortcut arithmetic operator</td>
<td>$++a$</td>
<td>$--a$</td>
</tr>
<tr>
<td>AOR-U</td>
<td>Replaces a unary arithmetic operator</td>
<td>$-a$</td>
<td>$+a$</td>
</tr>
<tr>
<td>LOR</td>
<td>Replaces a logical operator</td>
<td>$a &amp; b$</td>
<td>$a \mid b$</td>
</tr>
<tr>
<td>SOR</td>
<td>Replaces a shift operator</td>
<td>$a &gt;&gt; b$</td>
<td>$a &lt;&lt; b$</td>
</tr>
<tr>
<td>ROR</td>
<td>Replaces a relational operator</td>
<td>$a \geq b$</td>
<td>$a &lt; b$</td>
</tr>
<tr>
<td>COR</td>
<td>Replaces a binary conditional operator</td>
<td>$a &amp;&amp; b$</td>
<td>$a | b$</td>
</tr>
<tr>
<td>COD</td>
<td>Removes a unary conditional operator</td>
<td>$!a$</td>
<td>$a$</td>
</tr>
<tr>
<td>SAOR</td>
<td>Replaces a shortcut assignment operator</td>
<td>$a * = b$</td>
<td>$a / = b$</td>
</tr>
</tbody>
</table>

lying first-order mutants is killed.

When considering the overall percentage for each class, the mutants in categories HK-FS and HS-FK compensate the effects of each other. Therefore, if there are the same number of mutants in each of these categories, it is not visible in the final mutation coverage. The model must take into account these interactions among categories to correctly describe the real behavior of higher-order mutants.

5.2.0 LittleDarwin

To perform our analysis, we modified the LittleDarwin\(^2\) mutation testing tool previously used by Parsai et al. [33, 78, 89] to generate higher-order mutants. LittleDarwin creates mutants by manipulating source code, and keeps the information about generated mutants and the results of the analysis in a local database, allowing to perform further analysis of the results.

In its current version, LittleDarwin supports mutation testing of Java programs with a total of 9 mutation operators. These mutation operators are an adaptation of the minimal set introduced by Offutt et al. [49]. The description of each mutation operator along with an example can be found in Table 5.1. LittleDarwin constructs higher-order mutants by combining two (or more) first-order mutants randomly at class-level. The information regarding the underlying first-order mutants are provided inside each higher-order mutant.

\(^2\)http://littledarwin.parsai.net/
5.3 PROPOSED MODEL

In order to estimate the first-order mutation coverage from the higher-order mutation coverage (mutation coverage calculated using higher-order mutants) we follow these steps:

— We define a higher-order mutant as a combination of multiple first-order mutants:

\[ h = m_1, m_2, \ldots, m_n \] (5.1)

— We assume that the higher-order mutant is killed if and only if at least one of the underlying first-order mutants are killed (Expected category).

The probability of a mutant \( P(m) \) being killed is defined as the likelihood of choosing a random mutant with a killed status out of all mutants. The probability of a higher-order mutant being killed \( P(h) \) can be calculated from the probability of underlying first-order mutants \( P(m_i) \) in the following manner:

\[
1 - P(h) = (1 - P(m_1)) \times (1 - P(m_2|m_1)) \times (1 - P(m_3|m_1, m_2)) \ldots \times (1 - P(m_n|m_1, m_2, \ldots, m_{n-1}))
\] (5.2)

This simply means that the probability of a higher-order mutant being killed can be evaluated by an ordered evaluation of the probabilities of underlying first-order mutants being killed.

— After calculating the higher-order mutation coverage, we assume all higher-order mutants have the same probability of being killed equal to this mutation coverage\(^3\).

— For the sake of estimation, we assume all first-order mutants have the same equal probability of being killed, and this probability is equal to first-order mutation coverage. We assume these probabilities to be independent from each other.

\[ P(m_1) = P(m_2|m_1) = \ldots = P(m_n|m_1, m_2, \ldots, m_{n-1}) \]

To ease the calculation of mutation coverage, we simplify Equation 5.3 using the above assumptions:

\(^3\)For example, imagine a bag of colored balls, in which 30% are red, and 70% are blue. Now if a ball is picked at random, there is a 30% probability that this ball is red.
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\[ 1 - P(h) = (1 - P(m))^n \]  \hspace{1cm} (5.3)

Using Equation 5.3, we assume \( P(h) \) equals to the higher-order mutation coverage, i.e. any selected higher-order mutant from a set containing \( n\% \) killed higher-order mutants is a killed one with the probability of \( n\% \). From this equation, we derive the value for \( P(m) \), which is the probability of a single first-order mutant being killed, and we use this value as our estimation for first-order mutation coverage (Equation 5.4).

\[ P(m) = 1 - \sqrt{1 - P(h)} \]  \hspace{1cm} (5.4)

Figure 5.2 shows an example of this model; circles denote first-order mutants and rectangles are second-order mutants created by combining two first-order mutants. Out of 10 first-order mutants, 4 are killed, therefore the mutation coverage for this example is equal to 40%. However, 3 out of 5 higher-order mutants are killed, resulting in 60% coverage calculated using higher-order mutants. Considering our model, we estimate the first-order mutation coverage using Equation 5.4 as 37%.

5.4 CASE STUDY DESIGN

In order to evaluate our model, we performed first-, second-, third-, fourth-, fifth-, sixth-, and eighth-order mutation testing on 17 different Java projects. For these projects, 20849 first-order mutants were generated for a total of 1022 classes. In this section, we first describe our cases, and then we discuss how the study was performed.
5.4. CASE STUDY DESIGN

5.4.0 Cases

We selected 17 open-source projects for our empirical study (Table 5.2). These projects are Joda Time\(^4\), Apache Commons Lang\(^5\), Apache Commons Codec\(^6\), AddThis Codec\(^7\), Apache Commons CLI\(^8\), Apache Commons FileUpload\(^9\), JSQLParser\(^10\), JDepend\(^11\), JGraphT\(^12\), JTerminal\(^13\), VRaptor\(^14\), PITest\(^15\), HTTP Request\(^16\), jsoup\(^17\), Linq4J\(^18\), ScribeJava\(^19\), and jOpt Simple\(^20\).

The selected projects differ in size of their production code, test code, number of commits, and team size to provide a wide range of possible scenarios. Moreover, they also differ in adequacy of the test suite, based on statement, branch, and mutation coverage (Table 5.2). All selected projects are written in Java, which is a widely used programming language in industry [7].

5.4.0 Model Evaluation

The accuracy of the model is affected by the accuracy of \(P(m)\). This in turn depends on the number of mutants generated for the class in question (10 mutants would result in a probability with 0.1 accuracy, while 100 mutants improves this to 0.01). We define a threshold \(t\) as the number of minimum generated mutants for a class, and we filter out the classes with less than \(t\) generated mutants. The higher the threshold, the fewer the classes considered. This can be seen in Figure 5.3, where the x axis is the threshold, and the y axis is the number of remaining classes after applying the threshold. In our experiment, we decided to evaluate how the model behaves with different values of \(t\) in order to find a value that still keeps as many classes as possible, while filtering out less accurate data.

The first goal of our work is to find a model that estimates—as best as possible—the first-order mutation coverage using higher-order mutants coverage. The second one

\(^4\)http://www.joda.org/joda-time/
\(^5\)http://commons.apache.org/proper/commons-lang/
\(^6\)http://commons.apache.org/proper/commons-codec/
\(^7\)http://github.com/addthis/codec
\(^8\)http://commons.apache.org/proper/commons-cli/
\(^9\)http://commons.apache.org/proper/commons-fileupload/
\(^10\)https://github.com/JSQLParser/JSqlParser
\(^11\)http://www.clarkware.com/software/JDepend.html
\(^12\)http://jgrapht.org/
\(^13\)https://grahamedgecombe.com/projects/jterminal
\(^14\)http://www.vraptor.org/
\(^15\)http://pitest.org/
\(^16\)http://kevinsawicki.github.io/http-request/
\(^17\)http://jsoup.org/
\(^18\)http://www.hydromatic.net/linq4j
\(^19\)https://github.com/scribejava/scribejava
\(^20\)http://pholser.github.io/jopt-simple/
Table 5.2: Projects sorted by mutation coverage

<table>
<thead>
<tr>
<th>Project</th>
<th>Ver.</th>
<th>Size (LoC)</th>
<th>#C</th>
<th>TS</th>
<th>SC</th>
<th>BC</th>
<th>MC</th>
<th>#M</th>
</tr>
</thead>
<tbody>
<tr>
<td>ScribeJava</td>
<td>1.3.0</td>
<td>2002</td>
<td>1530</td>
<td>525</td>
<td>69</td>
<td>43%</td>
<td>66%</td>
<td>94.9%</td>
</tr>
<tr>
<td>Apache Commons CLI</td>
<td>1.3.1</td>
<td>2665</td>
<td>3768</td>
<td>816</td>
<td>15</td>
<td>96%</td>
<td>93%</td>
<td>94.2%</td>
</tr>
<tr>
<td>JSQLParse</td>
<td>0.9.4</td>
<td>7342</td>
<td>5909</td>
<td>576</td>
<td>19</td>
<td>81%</td>
<td>73%</td>
<td>93.6%</td>
</tr>
<tr>
<td>jOpt Simple</td>
<td>4.8</td>
<td>1982</td>
<td>6084</td>
<td>297</td>
<td>14</td>
<td>99%</td>
<td>97%</td>
<td>91.7%</td>
</tr>
<tr>
<td>Apache Commons Lang</td>
<td>3.4</td>
<td>24289</td>
<td>41758</td>
<td>4398</td>
<td>30</td>
<td>94%</td>
<td>90%</td>
<td>90.7%</td>
</tr>
<tr>
<td>Joda Time</td>
<td>2.8.1</td>
<td>28479</td>
<td>54645</td>
<td>1909</td>
<td>42</td>
<td>90%</td>
<td>81%</td>
<td>81.7%</td>
</tr>
<tr>
<td>Apache Commons Codec</td>
<td>1.10</td>
<td>6485</td>
<td>10782</td>
<td>1461</td>
<td>10</td>
<td>96%</td>
<td>92%</td>
<td>81.6%</td>
</tr>
<tr>
<td>VRaptor</td>
<td>3.5.5</td>
<td>14111</td>
<td>15496</td>
<td>3417</td>
<td>65</td>
<td>87%</td>
<td>81%</td>
<td>81.2%</td>
</tr>
<tr>
<td>HTTP Request</td>
<td>6.0</td>
<td>1391</td>
<td>2721</td>
<td>446</td>
<td>15</td>
<td>94%</td>
<td>75%</td>
<td>78.4%</td>
</tr>
<tr>
<td>Apache Commons FileUpload</td>
<td>1.3.1</td>
<td>2408</td>
<td>1892</td>
<td>846</td>
<td>19</td>
<td>76%</td>
<td>74%</td>
<td>77.1%</td>
</tr>
<tr>
<td>jsoup</td>
<td>1.8.3</td>
<td>10295</td>
<td>4538</td>
<td>888</td>
<td>43</td>
<td>82%</td>
<td>72%</td>
<td>76.1%</td>
</tr>
<tr>
<td>JGraphT</td>
<td>0.9.1</td>
<td>13822</td>
<td>8180</td>
<td>1150</td>
<td>31</td>
<td>79%</td>
<td>73%</td>
<td>69.4%</td>
</tr>
<tr>
<td>AddThis Codec</td>
<td>3.3.0</td>
<td>3675</td>
<td>1342</td>
<td>249</td>
<td>4</td>
<td>69%</td>
<td>63%</td>
<td>64.7%</td>
</tr>
<tr>
<td>PITest</td>
<td>1.1.7</td>
<td>17244</td>
<td>19005</td>
<td>1044</td>
<td>19</td>
<td>79%</td>
<td>73%</td>
<td>62.9%</td>
</tr>
<tr>
<td>JTerminal</td>
<td>1.0.1</td>
<td>687</td>
<td>250</td>
<td>8</td>
<td>2</td>
<td>66%</td>
<td>56%</td>
<td>60.0%</td>
</tr>
<tr>
<td>JDepend</td>
<td>2.9.1</td>
<td>2460</td>
<td>1053</td>
<td>18</td>
<td>2</td>
<td>59%</td>
<td>52%</td>
<td>59.0%</td>
</tr>
<tr>
<td>Linq4J</td>
<td>0.4</td>
<td>14307</td>
<td>3979</td>
<td>205</td>
<td>7</td>
<td>33%</td>
<td>66%</td>
<td>46.2%</td>
</tr>
</tbody>
</table>

Acronyms: Version (Ver.), Line of code (LoC), Production code (Prod.), Number of commits (#C), Team size (TS), Statement coverage (SC), Branch coverage (BC), Mutation coverage (MC), Number of Mutants (#M)

Figure 5.3: Number of remaining classes after applying threshold $t$
is to create a model able to justify the obtained estimation. For the first goal, a simple polynomial regression analysis is used in order to find the best fitting curve of the empirical data. The order of the polynomial function influences the quality of the fitting: the higher the order, the higher the chance that the curve (over)fits the all points. However, to satisfy the second goal, we also need to find a curve that describes the real behavior of the empirical data. For this reason, we cannot use a polynomial fitting curve of third or higher order. A polynomial curve of third order has \( 1 \binom{3}{2} = 3 \) inflections, namely there exist a range of values where an increment of the first-order coverage leads to a decrement of the second-order coverage. The latter event cannot happen since it would imply that the more first-order mutants are killed, the less higher-order mutant are killed. In our experiment, we compare the best second order fitting curve with the one provide by our model. This allows us to assess how far our model is from the optimal estimation.

5.5 RESULTS AND DISCUSSION

In this section, for each research question, we first discuss the motivation, then we explain our approach, and finally we present our findings.

5.5.0 RQ1. To What Extent the Second-Order Mutants Can Be Used in Place of the First-Order Mutants For Estimation Purposes?

Motivation. We are interested to verify whether the higher-order mutants can be used in place of the first-order mutants —with negligible drawbacks— for the estimation of the quality of the test suite. For the sake of clarity, this RQ analyzes the model based only on second-order mutants. If with this order the model performs poorly, then there would be no reason to extend the analysis to higher orders. We want to verify the applicability of the model, and for this reason, we inspect two aspects:

— Estimation Accuracy. The second-order mutation coverage overestimates the capabilities of the test suite, i.e. second-order mutants are easier to kill compared to first-order mutants. We need to empirically evaluate the accuracy of the estimations based on second-order mutation coverage.

— Soundness of the Model. Our model is based on the assumption that second-order mutants are killed if and only if at least one of the underlying first-order mutants is killed. We need to verify if this assumption holds with the empirical data.

For this reason, we break the first research question in two parts:

a) How accurately can our model estimate the first-order mutation coverage?
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Table 5.3: Parameters of the estimated curve

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated Value</th>
<th>Standard Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^0$</td>
<td>0.005342</td>
<td>0.010109</td>
<td>0.598</td>
</tr>
<tr>
<td>$x^1$</td>
<td>1.999221</td>
<td>0.037831</td>
<td>$&lt; 2 \times 10^{-16}$</td>
</tr>
<tr>
<td>$x^2$</td>
<td>-1.008797</td>
<td>0.032452</td>
<td>$&lt; 2 \times 10^{-16}$</td>
</tr>
</tbody>
</table>

**Approach.** We validate our model using 17 open-source projects. For all projects, we perform both first-order and second-order mutation testing. Then, we verify how the threshold $t$ of the generated mutants affects the estimations. To evaluate the accuracy of the estimations, we calculate the coefficient of determination ($R^2$) between the results estimated by our model, and the empirical data [114, p. 78].

We compare the curve predicted by our model with the best fitting second-order curve obtained by using polynomial regression analysis on the empirical data. From this comparison, we can evaluate how close is the curve proposed by the model from the best possible one.

**Findings.** Figure 5.4 shows the value of $R^2$ between estimated results and empirical data for various values of the threshold $t$. The estimations achieve an $R^2$ value 0.85 with a threshold $t$ as low as 10. Using such threshold, the model can still be applicable to 38.7% of the classes which account for 89.8% of the mutants. For higher thresholds, the $R^2$ value is always higher than 0.85. These results show that the model can provide a good accuracy in estimating the first-order mutation coverage from the second-order mutation coverage. Yet, it halves the computation time required.

Figure 5.5 shows the empirical data for $t = 10$ and the estimated curve. The blue dots denote a class with an $x$ value of first-order mutation coverage and a $y$ value of second-order mutation coverage. The red curve is the one predicted by our model: $y = -x^2 + 2x$. The curve determined by the regression analysis is $y = -1.008797x^2 + 1.999221x + 0.005342$. Table 5.3 shows the p-value for each estimated parameter. Considering the very low p-values calculated for each parameter, we can safely say that the trend of the empirical data is well represented by the best fitting curve. As we can see, the curve predicted by our model, and the one provided by the regression analysis are very close in terms of coefficients. This highlights that our model provides (almost) the best possible estimations. The accuracy of the estimation, however, changes according to the mutation coverage value. This is observed especially for classes with a very high second-order mutation coverage, in which there is less information available for the model. At its extreme, when all the higher-order mutants are killed, the model always estimates a 100% first-order coverage, even tough some of the underlying first-order mutants might survive.

b) *Is the modeled behavior of second-order mutants consistent with the empirical data?*
Figure 5.4: $R^2$ between estimated results and empirical data for different thresholds for second-order mutation. The red line denotes the chosen threshold, and the green line shows the level of $R^2$ that the chosen threshold guaranties.
Figure 5.5: Empirical data and the estimated curve for $t = 10$. The red curve is the estimation provided by the model, and each blue dot represents a class.
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**Approach.** We categorize the second-order mutants into three categories: Expected, HK-FS, and HS-FK. Then we compute how many mutants are in each category. The higher the number in the Expected category, the better the model describes the behavior of the second-order mutants.

**Findings.** Table 5.4 shows the number of higher-order mutants in each category for each project. Out of 10,153 second-order mutants generated for all projects, 10,069 (99.17%) are in the Expected category. This means that overall only 84 (0.83%) mutants are of unexpected status, of which 13 (0.13%) mutants belong to the HK-FS category, and 71 (0.70%) mutants belong to the HS-FK category. In total, 764 (91.28%) out of 837 classes do not contain any HS-FK or HK-FS mutants. In almost all projects the number of mutants in the Expected category is higher than 97%. The only exception is given by the project ScribeJava. By manually checking this case, we found that the unexpected second-order mutants were created in very small classes where the underlying first-order mutants directly interact with each other. Overall, we see that the modeled behavior applies to the vast majority of the second-order mutants.

Our model provides a good accuracy in estimating the first-order mutation coverage based on second-order mutation coverage. Moreover, it provides a curve which is close to the best one fitting the empirical data. Finally, the behavior of the vast majority of the second-order mutants is modeled correctly.

5.5.0 RQ2. How Does Incrementing the Order of Mutation Affect the Accuracy of the Estimation Provided By the Model?

**Motivation.** RQ1 provides evidence of the soundness of the model and shows that second-order mutants can be used by the model to provide good estimations. In this RQ, we are interested in extending this analysis to verify how the higher orders of mutation affects the estimations. Taking into account the trade-off between accuracy of the estimation and computational time required, this RQ helps testers to decide which order of mutation better fits their needs.

**Approach.** For all projects, we perform third-, fourth-, fifth-, sixth-, and eighth-order mutation testing. Then, we observe how the order of mutation affects the accuracy of the estimations for various thresholds. We also verify whether the model describes the real behavior by computing the number of mutants in the Expected category for the aforementioned orders of mutation.

**Findings.** Figure 5.6 shows the computed $R^2$ between estimated results and empirical data for various thresholds $t$ for second, third, fourth, fifth, sixth and eighth orders of
### Table 5.4: Number of higher-order mutants in each category for each project ($t = 0$, all mutants included)

<table>
<thead>
<tr>
<th>Project</th>
<th>Second-Order</th>
<th>Third-Order</th>
<th>Fourth-Order</th>
<th>Fifth-Order</th>
<th>Sixth-Order</th>
<th>Eighth-Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>AddThis Codec</td>
<td>215 (99.08%)</td>
<td>1</td>
<td>1</td>
<td>217</td>
<td>135 (95.74%)</td>
<td>1</td>
</tr>
<tr>
<td>Apache Commons CLI</td>
<td>164 (99.39%)</td>
<td>0</td>
<td>1</td>
<td>165</td>
<td>110 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>Apache Commons Codec</td>
<td>978 (100%)</td>
<td>0</td>
<td>0</td>
<td>978</td>
<td>642 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>Apache Commons FileUpload</td>
<td>174 (100%)</td>
<td>0</td>
<td>0</td>
<td>174</td>
<td>115 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>Apache Commons Lang</td>
<td>2976 (99.77%)</td>
<td>0</td>
<td>7</td>
<td>2983</td>
<td>1966 (99.95%)</td>
<td>0</td>
</tr>
<tr>
<td>HTTP-Request</td>
<td>113 (100%)</td>
<td>0</td>
<td>0</td>
<td>113</td>
<td>75 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>JDepend</td>
<td>111 (97.37%)</td>
<td>2</td>
<td>1</td>
<td>114</td>
<td>73 (98.65%)</td>
<td>1</td>
</tr>
<tr>
<td>JGraphT</td>
<td>638 (97.70%)</td>
<td>2</td>
<td>13</td>
<td>653</td>
<td>410 (99.03%)</td>
<td>1</td>
</tr>
<tr>
<td>Joda Time</td>
<td>2388 (99.33%)</td>
<td>4</td>
<td>12</td>
<td>2404</td>
<td>1572 (99.49%)</td>
<td>3</td>
</tr>
<tr>
<td>jOpt Simple</td>
<td>90 (98.9%)</td>
<td>0</td>
<td>1</td>
<td>91</td>
<td>56 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>jsoup</td>
<td>596 (99.33%)</td>
<td>0</td>
<td>4</td>
<td>600</td>
<td>392 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>JSQL Parser</td>
<td>213 (97.71%)</td>
<td>0</td>
<td>5</td>
<td>218</td>
<td>134 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>JTerminal</td>
<td>79 (100%)</td>
<td>0</td>
<td>0</td>
<td>79</td>
<td>50 (98.04%)</td>
<td>0</td>
</tr>
<tr>
<td>Linq4J</td>
<td>594 (98.67%)</td>
<td>2</td>
<td>6</td>
<td>602</td>
<td>384 (99.22%)</td>
<td>1</td>
</tr>
<tr>
<td>PITest</td>
<td>475 (97.94%)</td>
<td>1</td>
<td>9</td>
<td>485</td>
<td>291 (97.65%)</td>
<td>2</td>
</tr>
<tr>
<td>ScribeJava</td>
<td>20 (76.92%)</td>
<td>0</td>
<td>6</td>
<td>26</td>
<td>13 (100%)</td>
<td>0</td>
</tr>
<tr>
<td>VRaptor</td>
<td>245 (97.61%)</td>
<td>1</td>
<td>5</td>
<td>251</td>
<td>140 (99.29%)</td>
<td>1</td>
</tr>
</tbody>
</table>

Total: 10069 (99.17%) 13 71 10153 6459 (99.51%) 10 22 6590 4810 (99.57%) 5 16 4831 3760 (99.44%) 3 15 3781 3073 (99.48%) 3 5 2217 64.
Figure 5.6: $R^2$ between estimated results and empirical data for different thresholds.

mutation. In this figure, we observe that with the increment of the order of mutation, the $R^2$ values decrease for any threshold. This can be attributed to the fact that the higher the order of the mutant is, the higher is the chance that at least one of the underlying first-order mutants is killed. This means that increasing the order of mutation makes the model less accurate. From the figure we notice that the values of $R^2$ remain similar for the second-order and the third-order within $2 \leq t \leq 12$. Whereas, the values of $R^2$ for fourth and higher orders are visibly lower, highlighting the limitation of proposed model.

As seen in Table 5.4, the percentage of the mutants in the Expected category generally increases along with the order of mutation. This is in accordance to the results of the previous research [112, 115] on coupling effect, confirming the fact that the higher the order of mutation, the lesser the chance of unexpected behavior. The same effect can symmetrically be seen focusing on the decreasing number of mutants in the categories HS-FK.
and HK-FS. For HS-FK, there is lesser chance of survival for the higher-order mutant as the order of mutation increases. For HK-FS, there is lesser chance that all the underlying first-order mutants have survived when creating higher-order mutants randomly.

The estimations of the model have an accuracy that decreases with the increment of the order of mutation. This decay is prominent from the fourth order of mutation onwards.

5.6 THREATS TO VALIDITY

To describe the threats to validity we refer to the guidelines reported by Yin [105].

Threats to internal validity focus on confounding factors that can influence the obtained results. This threat stems from potential bugs hidden inside the algorithms used for creating higher-order mutants or in LittleDarwin. We consider this chance—even if possible—limited. The results of the experiments are available, and several iterations of post-analysis were performed to make sure of the correctness of the original algorithms. In addition, the code of LittleDarwin has been already checked and tested in several case studies [33, 78, 89].

Threats to external validity refer to the generalizability of our results. In our analysis we use only 17 open-source projects. We mitigate this threat by using projects which differ for number of contributors, size and adequacy of the test suite. Yet, it is desirable to replicate this study using more projects, especially the ones belonging to industrial settings. Another threat to external validity arises from the overfitting of the model to the data. Since our model is developed independent of the subjects of the study, we believe this threat does not apply.

Threats to construct validity are concerned with how accurately the observations describe the phenomena of interest. In our case, the techniques adopted to evaluate the accuracy of the estimations are: (i) calculation of coefficient of determination ($R^2$) between the estimated results and empirical data, and (ii) polynomial regression analysis. Both of these techniques are well known, and they have been used in literature numerous times for similar purposes. Another threat to construct validity stems from the fact that the process of creating higher-order mutants requires to combine several first-order mutants selected at random within a class. Therefore, multiple analysis would be needed to reduce the random effect. However, this is not possible, since mutation testing is a time-consuming procedure, and it is not possible to perform all experiments several times. Using $R^2$ for a data set of 837 extracted classes alleviates this issue to a certain extent by reducing the random effect over the whole dataset. We also use multiple cut-off thresh-
olds to remove outliers from the dataset.

The quality of the mutants affects the results of our study in two ways: First, existence of equivalent first-order mutants reduces the accuracy of the first-order mutation coverage. However, we did not filter for the equivalent mutants, since when combined with a non-equivalent mutant, they do not affect the status of the created higher-order mutant. In other words, the higher-order mutant created from the combination of a killed first-order mutant and an equivalent one is still killed. The chance of a higher-order mutant consisting only out of equivalent mutants decreases exponentially by the order of mutation. But, in general, the detection of equivalent mutants is an undecidable problem. Second, Amman et al. [71] show that large portions of first-order mutants are redundant for all practical purposes. This means that without adequate filtering of the first-order mutants, the resulting mutation coverage does not measure the quality of the test-suite accurately. Since this threat affects both first-order and second-order mutants, the extent of the problem for our empirical validation remains unknown, and requires further investigation.

5.7 RELATED WORKS

Reduction of the number of mutants has been investigated in the literature to reduce the computational cost of mutation testing. Higher-order mutation is first introduced by Offutt in 1992 [112] to investigate the coupling effect empirically. Jia and Harman provide a technique to create “hard to kill” higher-order mutants [68]. Polo et al. [116] and Papadakis et al. [83] evaluated second-order mutation testing by combining first-order mutants using different algorithms and concluded that second-order mutation testing reduces the effort significantly while also reducing the number of equivalent mutants.

Differently from these studies, our study focuses on the accuracy to the estimation of mutation coverage rather than on the creation of hard to kill mutants. In contrast to previous studies where such mutants were desirable, in our case they represent a problem since they make the estimation of first-order mutation coverage less accurate in our model (we assume the faults behave as expected by the coupling effect when combined). In this sense, our work is more geared towards development environments that require an accurate metric to quantify the quality of their test suites.

Kintis et al. [117] shows that using only disjoint second-order mutants creates a more robust measure of test suite effectiveness than first-order mutation coverage. Our model can be used in combination with their method of creating second-order mutants, however, an empirical evaluation of such combination remains as future work.

21For example, if 10% of the first-order mutants are equivalent, the chance of a second-order mutant created by the combination of two equivalent mutants is close to 1%.
There are several studies that attempt to validate the coupling effect hypothesis both theoretically and empirically. Offutt provided experiments in support of the hypothesis showing that the vast majority of the higher-order mutants are coupled to the first-order mutants [112, 118]. Wah designed a mathematical model to describe the behavior of the faults in a program consisting only of functions [115, 119]. He showed that by increasing the order of the mutation, the number of de-coupled mutants decrease. Our study agrees with the aforementioned studies, as we show that the number of higher-order mutants with unexpected behavior is very small, and decreases when the order of mutation increases.

5.8 CONCLUSION

First-order mutation coverage is an effective metric to evaluate the quality of the test suite. However, its adoption is hindered due to the high computational time consumption. On one hand, the adoption of higher-order mutants to evaluate the quality of the test suite is a viable solution. On the other hand, this approach provides less realistic estimations than the ones obtained with first-order mutants. As a solution, we propose a realistic model able to estimate first-order mutation coverage based on higher-order mutation coverage. The benefits of this model are that (i) we achieve a good accuracy in estimating the first-order mutation coverage based on second- and third-order mutation coverage, (ii) we halve the computational time that would be required by first-order mutation testing (at minimum). Moreover, the chance of existence of equivalent mutants is less than first-order analysis, even though the model does not explicitly consider them in its estimation. Finally, the model correctly describes the real behavior of vast majority of higher-order mutants.
Dynamic Mutant Subsumption Analysis using LittleDarwin

CONTEXT

This chapter targets the first of our three identified problems, the performance problem. In particular, it aims to describe dynamic mutant subsumption in LittleDarwin, that detects redundancy in a set of mutants. This allows for more reliable mutation coverage, and the possibility to remove redundant mutants from subsequent analyses to save time.

We added more detail about the concept of true subsumption compared to the published version.
CHAPTER 6. DYNAMIC MUTANT SUBSUMPTION ANALYSIS USING LITTLEDARWIN

ABSTRACT

Many academic studies rely on mutation testing to use as their comparison criteria. However, recent studies have shown that redundant mutants have a significant effect on the accuracy of their results. One solution to this problem is to use mutant subsumption to detect redundant mutants. Therefore, in order to facilitate research in this field, a mutation testing tool that is capable of detecting redundant mutants is needed. In this paper, we describe how we improved our tool, LittleDarwin, to fulfill this requirement.

6.1 INTRODUCTION

Many academic studies on fault detection need to assess the quality of their technique using seeded faults. One of the widely-used systematic ways to introduce faults into the programs is mutation testing [38]. Mutation testing is the process of injecting faults into software (i.e. creating a mutant), and counting the number of these faults that make at least one test fail (i.e. kill the mutant). The process of creating a mutant consists of applying a predefined transformation on the code (i.e. mutation operator) that converts a healthy version of the code into a faulty version. It has been shown that mutation testing is an appropriate method to simulate real faults and perform comparative analysis on testing techniques [24, 81, 120].

There has been many studies to optimize the process of mutation testing by following the maxim \{do faster, do smarter, do fewer\} [30]. In particular, do fewer aims to reduce the number of produced mutants by removing the redundant ones. There are several techniques that implement this logic (e.g. selective mutation [49, 101, 106], and mutant sampling [33, 63, 64, 65]). However, only recently the academics began to investigate the threats of validity the redundant mutants introduce in software testing experiments [72]. Papadakis et al. demonstrate that the existence of redundant mutants introduces a significant threat by “artificially inflating the apparent ability of a test technique to detect faults” [72].

One of the recent solutions to alleviate this problem is to use mutant subsumption [71]. Mutant $A$ truly subsumes mutant $B$ if and only if every input data that kills $A$ also kills $B$. This means that mutant $B$ is redundant, since killing $A$ is sufficient to know that $B$ is also killed. It is possible to provide a more accurate analysis of a testing experiment by determining and discarding the redundant mutants. However, it is often impossible to check mutants for every possible input to the program in practice. Therefore, as a compromise, dynamic mutant subsumption is used instead [71]. Mutant $A$ dynamically subsumes mutant $B$ with regards to test set $T$ if and only if every test that kills $A$ also kills $B$. Given the fact that mutant subsumption only recently has been at the center of attention, there are no mature tools that can perform dynamic mutant subsumption analysis...
on real-life Java programs. This, however, is necessary to facilitate further research on the topic. Therefore we aim to fill this void by developing such tool.

We used LittleDarwin\textsuperscript{1} mutation testing framework to implement the features needed to perform dynamic mutant subsumption analysis. LittleDarwin is an extensible and easy to deploy mutation testing tool for Java programs [32]. LittleDarwin has been used previously in several other studies [33, 34, 78], and it is shown to be capable of analyzing large and complicated Java software systems [89].

The rest of the paper is organized as follows: In Section 6.2, background information about mutation testing is provided. In Section 6.3, the current state of the art is discussed. In Section 6.4, we provide details on how LittleDarwin can help performing dynamic mutant subsumption analysis. Finally, we present our conclusions in Section 6.5.

6.2 BACKGROUND

Mutation testing is the process of injecting faults into a software system to verify whether the test suite detects the injected fault. The idea of mutation testing was first mentioned by Lipton, and later developed by DeMillo, Lipton and Sayward [38]. The first implementation of a mutation testing tool was done by Timothy Budd in 1980 [39]. Mutation testing starts with a green test suite — a test suite in which all the tests pass. First, a faulty version of the software is created by introducing faults into the system (Mutation). This is done by applying a known transformation (Mutation Operator) on a certain part of the code. After generating the faulty version of the software (Mutant), it is passed onto the test suite. If there is an error or failure during the execution of the test suite, the mutant is marked as killed (Killed Mutant). If all tests pass, it means that the test suite could not catch the fault, and the mutant has survived (Survived Mutant) [31].

If the output of a mutant for all possible input values is the same as the original program, it is called an equivalent mutant. It is not possible to create a test case that passes for the original program and fails for an equivalent mutant, because the equivalent mutant is indistinguishable from the original program. This makes the creation of equivalent mutants undesirable, and leads to false positives during mutation testing. In general, detection of equivalent mutants is undecidable due to the halting problem [42]. Manual inspection of all mutants is the only way of filtering all equivalent mutants, which is impractical in real projects due to the amount of work it requires.

\[
\text{Mutation Coverage} = \frac{\text{Number of killed mutants}}{\text{Number of all non-equivalent mutants}} \quad (6.1)
\]

Mutation testing allows software engineers to monitor the fault detection capability

\textsuperscript{1}https://littledarwin.parsai.net/
of a test suite by means of mutation coverage (see Equation 6.1) [31]. A test suite is said to achieve full mutation test adequacy whenever it can kill all the non-equivalent mutants, thus reaching a mutation coverage of 100%. Such test suite is called a mutation-adequate test suite.

6.3 STATE OF THE ART

Mutant subsumption is defined as the relationship between two mutants $A$ and $B$ in which $A$ subsumes $B$ if and only if the set of inputs that kill $A$ is guaranteed to kill $B$ [69]. The extraction of the true subsumption relationships between all mutants is a generally undecidable problem. The subsumption relationship for faults has been defined by Kuhn in 1999 [70], but its use for mutation testing has been popularized by Jia et al. for creating hard to kill higher-order mutants [67]. Later on, Ammann et al. tackled the theoretical side of mutant subsumption [71]. In their paper, Ammann et al. define dynamic mutant subsumption, which redefines the relationship using test cases. Mutant $A$ dynamically subsumes Mutant $B$ if and only if (i) $A$ is killed, and (ii) every test that kills $A$ also kills $B$. Kurtz et al. [69] use the notion of dynamic mutant subsumption graph (DMSG) to visualize the concept of dynamic mutant subsumption. Each node in a DMSG represents a set of all mutants that are mutually subsuming. Edges in a DMSG represent the dynamic subsumption relationship between the nodes. They introduce the concept of static mutant subsumption graph, which is a result of determining the subsumption relationship between mutants using static analysis techniques. The main purpose behind the use of mutant subsumption is to reliably detect redundant mutants, which create multiple threats to the validity of mutation testing [72]. This is often done by determining the dynamic subsumption relationship among a set of mutants, and keeping only those that are not subsumed by any other mutant.

6.4 DYNAMIC MUTANT SUBSUMPTION ANALYSIS WITH LITTLEDarwin

Figure 6.1 shows the input and output of LittleDarwin’s dynamic mutant subsumption (DMS) component. To facilitate dynamic mutant subsumption analysis in LittleDarwin, we retain all the output provided by the build system for each mutant. As a result, we can parse this output and extract useful information, e.g. which test cases fail for a particular mutant. LittleDarwin’s DMS component can then use this information to determine dynamic subsumption relation between each mutant pair. This component then outputs the results in two different ways: (i) the dynamic mutant subsumption graph, to visualize the subsumption relation, and (ii) a detailed report is generated in CSV\(^2\) format.

\(^2\)Comma-separated Values
that contains all the information processed by the DMS component. For each mutant, mutant ID, mutant path, source path, mutated line number, whether it is a subsuming mutant, number of failed tests, the mutants it subsumes, the mutants that it is subsumed by, and the mutants that are mutually subsuming with it are provided in this report.

To showcase the ability of LittleDarwin in performing dynamic mutant subsumption analysis, we use JTerminal\(^3\) as a subject. The information about characteristics of JTerminal is shown in Table 6.1. The DMSG for JTerminal is depicted in Figure 6.2. In this figure, each number represents a single killed mutant, each node represents a group of mutants that are killed by exactly the same set of test cases, and each edge shows the dynamic subsumption relationship between each node where the node at the end is subsumed by the node at the start. The survived mutants and the equivalent mutants are not shown in this figure. The double-circled nodes contain the subsuming mutant groups. In order to remove the redundant mutants, one only needs to keep one mutant from each subsuming mutant group and discard the rest.

Take Mutants 72, 88, and 111 as an example. According to the DMSG, Mutants 88

\(^3\)https://www.grahamedgecombe.com/projects/jterminal
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Figure 6.2: Dynamic Mutant Subsumption Graph for JTerminal

```java
    case '\n':
        cursorColumn = 0;
        cursorRow++; /* Mutant 72 -> cursorRow--; */
        continue;
    case '\t':
        while (++cursorColumn % TAB_WIDTH) != 0); /*
        /* Mutant 88 -> while (++cursorColumn / TAB_WIDTH) != 0); */
        /* Mutant 111 -> while (++cursorColumn % TAB_WIDTH) == 0); */
        continue;
```

Figure 6.3: Mutants 72, 88, and 111 of JTerminal
and 111 subsume Mutant 72, and Mutants 88 and 111 are mutually subsuming. Using the CSV report, we can locate the actual mutation of the source code. Mutants 72, 88, and 111 belong to method parsedString of class Vt100TerminalModel. The relevant part of the code is shown in Figure 6.3. Since Mutant 72 is applied to a more critical branch, it triggers an additional test case failure compared to Mutants 88 and 111, hence it is subsumed by them. Mutants 88 and 111 are affecting the same statement in different ways. Mutant 88 is more likely to make the loop iterate more than it should, while Mutant 111 is more likely to terminate it instantly. Therefore, in both cases the same loop is affected, and the same test case fails. Please note that Mutants 88 and 111 are only dynamically mutually subsuming, meaning that given the current test suite there is no distinction between them, even though it is theoretically possible to create a test case that distinguishes between the two.

Analysis such as this allows researchers to understand the relations between the mutants and reduce the effects of redundant mutants on their results. This would also help industrial adoption by reducing the load of consecutive runs of mutation testing. Once the set of redundant mutants are identified for a revision, the consecutive runs can remove those from the analysis. Given the fact that often up to 70% of mutants can be redundant [72], this offers a large saving in the overall performance of the process.

6.5 CONCLUSION

Many academic studies rely on mutation testing to use as their comparison criteria, and the existence of redundant mutants is a significant threat to their validity. We developed a component for our mutation testing tool, LittleDarwin, to facilitate the detection of redundant mutants using dynamic mutant subsumption analysis. We performed such analysis on a small, real-world project to demonstrate the capabilities of our tool. Using our tool, it is possible to detect and filter out redundant mutants, and help in increasing the confidence in the results of experiments using mutation testing as a comparison criteria.
Do Null-Type Mutation Operators Help Prevent Null-Type Faults?

Ali Parsai and Serge Demeyer
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CONTEXT
This chapter targets the second of our three identified problems, the fault model problem. In particular, it aims to introduce new mutation operators that target the null-type faults in Java. Null-type faults are a source of major concern in Java programs, and there are several patterns of such faults identified in the academic literature. We build on top of these patterns to introduce new mutation operators that explicitly model these faults, and allow developers to write tests targeting null-type faults.
We added a clarification about invalid mutants and extended the threats to validity section compared to the originally published paper.
CHAPTER 7. DO NULL-TYPE MUTATION OPERATORS HELP PREVENT NULL-TYPE FAULTS?

ABSTRACT

The null-type is a major source of faults in Java programs, and its overuse has a severe impact on software maintenance. Unfortunately, traditional mutation testing operators do not cover null-type faults by default, hence cannot be used as a preventive measure. We address this problem by designing four new mutation operators which model null-type faults explicitly. We show how these mutation operators are capable of revealing the missing tests, and we demonstrate that these mutation operators are useful in practice. For the latter, we analyze the test suites of 15 open-source projects to describe the trade-offs related to the adoption of these operators to strengthen the test suite.

7.1 INTRODUCTION

The null-type is a special type in Java that has no name, cannot be casted, and practically equates to a literal that can be of any reference type [121]. The null-type is commonly misused, and frequently reported and discussed as an issue by developers [122]. The null-type is the source of the majority of faults in Java programs [92], and its overuse has a severe impact on software maintenance [123]. A null-type fault is a fault that is caused by mishandling of null, often leading to an uncaught null pointer exception. On the one hand, this scenario should push developers to build test suites capable of identifying null-type faults. On the other hand, developers without specific test requirements may struggle to identify all code elements or properties that the test must satisfy. To address this problem, we propose mutation testing as a way for improving the test suite to handle potential null-type faults.

Mutation testing is a technique to measure the quality of a test suite by assessing its fault detection capabilities [38]. Mutation testing is a two-step process. First, a small syntactic change is introduced in the production code. This change is obtained by applying a “mutation operator”, and the resulting changed code is called a “mutant”. Then, the test suite is executed for that mutant; if any of the tests fail, the mutant is “killed”, otherwise, the mutant has “survived”. Herein lies the aspect of mutation testing that we want to exploit: the identification of survived mutants that need to be killed. Mutation operators are modeled after the common developer mistakes [81]. Over the years, multiple sets of mutation operators have been created to fit in different domains. By far the most commonly used mutation operators are the ones introduced in Mothra by Offutt et al. [49]. They use 10 programs written in Fortran to demonstrate that their reduced-set mutation operators is enough to produce a mutation-adequate test suite that can kill almost all of the mutants generated by the mutation operators of the complete-set. Later on, several attempts have been made to extend Offutt’s mutation operators, for instance, to cope with the specificities of object-oriented programming [50]. Yet, none of the proposed mutation
operators explicitly model null-type faults. As a result, mature general-purpose mutation testing tools currently used in literature, such as PTTest [75] and Javalanche [73], do not cope explicitly with this type of faults by default. Therefore, the created mutants risk not being adequate to derive test requirements that handle null-type faults. Whether this risk is concrete or not depends on the ability of the available mutation operators to account for these faults. Yet, no study has explored this aspect.

This paper investigates the usefulness of mutation operators able to model null-type faults in order to strengthen the test suite against these faults. For this reason, we introduce four new mutation operators related to null-type faults. These mutation operators are modeled to cover the typical null-type faults introduced by developers [122]. We incorporate these mutation operators in LittleDarwin, an extensible open-source tool for mutation testing [32], creating a new version called LittleDarwin-Null. We organize our research in two steps: we show that (i) the current general-purpose mutation testing tools do not account for null-type faults by default, and modeling operators for null-type faults can drive the improvement of the test suite in practice, and (ii) the test suites of real open-source projects cannot properly catch null-type faults. The paper is driven by the following research questions:

— **RQ1**: Are traditional mutation operators enough to prevent null-type faults?

— **RQ2**: To what extent is the addition of null-type mutation operators useful in practice?

The rest of the paper is organized as follows: In Section 7.2, background information and related work is provided. In Section 7.3, the details of the experiment are discussed. In Section 7.4, the results are analyzed. In Section 7.5, we discuss the threats that affect the results. Finally, we present the conclusion in Section 7.6.

### 7.2 BACKGROUND AND RELATED WORK

Mutation testing is the process of injecting faults into a software system and then verifying whether the test suite indeed fails, and thus detects the injected fault. First, a faulty version of the software is created by introducing faults into the system (Mutation). This is done by applying a transformation (Mutation Operator) on a certain part of the code. After generating the faulty version of the software (Mutant), it is passed onto the test suite. If a test fails, the mutant is marked as killed (Killed Mutant). If all tests pass, the mutant is marked as survived (Survived Mutant).

**Mutation Operators.** A mutation operator is a transformation which introduces a single syntactic change into its input. The first set of mutation operators were reported in King et al. [48]. These mutation operators work on essential syntactic entities of programming languages such as arithmetic, logical, and relational operators. For object-oriented
languages, new mutation operators were proposed [50]. The mature mutation testing tools of today still mostly use the traditional (i.e. method-level) mutation operators [23].

**Equivalent Mutants.** An equivalent mutant is a mutant that does not change the semantics of the program, i.e. its output is the same as the original program for any possible input. Therefore, no test case can differentiate between an equivalent mutant and the original program. The detection of equivalent mutants is undecidable due to the halting problem [42]. **Mutation Coverage.** Mutation testing allows software engineers to monitor the fault detection capability of a test suite by means of mutation coverage [31]. A test suite is said to achieve full mutation test adequacy whenever it can kill all the non-equivalent mutants, thus reaching a mutation coverage of 100%. Such test suite is called a mutation-adequate test suite.

**Mutant Subsumption.** Mutant subsumption is defined as the relationship between two mutants \(A\) and \(B\) in which \(A\) subsumes \(B\) if and only if the set of inputs that kill \(A\) is guaranteed to kill \(B\) [69]. The subsumption relationship for faults has been defined by Kuhn in 1999 [70]. Later on, Ammann et al. tackled the theoretical side of mutant subsumption [71] where they define dynamic mutant subsumption as follows: Mutant \(A\) dynamically subsumes Mutant \(B\) if and only if (i) \(A\) is killed, and (ii) every test that kills \(A\) also kills \(B\). The main purpose behind the use of mutant subsumption is to detect redundant mutants. These mutants create multiple threats to the validity of mutation analysis [72]. This is done by determining the dynamic subsumption relationship among a set of mutants, and keep only those that are not subsumed by any other mutant.

**Mutation Testing Tools.** In this study, we use three different mutation testing tools: Javalanche, PITest, and LittleDarwin. Javalanche is a mutation testing framework for Java programs that attempts to be efficient, and not produce equivalent mutants [73]. It uses byte code manipulation in order to speed up the process of mutation testing. Javalanche has been used in numerous studies in the past (e.g. [47, 74]). PITest is a state-of-the-art mutation testing system for Java, designed to be fast and scalable [75]. PITest is the de facto standard for mutation testing within Java, and it is used as a baseline in mutation testing research (e.g. [76, 77]). LittleDarwin is a mutation testing tool designed to work out of the box with complicated industrial build systems. For this, it has a loose coupling with the test infrastructure, instead relying on the build system to run the test suite. LittleDarwin has been used in several studies, and is capable of performing mutation testing on complicated software systems [33, 34, 78]. For more information about LittleDarwin please refer to Parsai et al. [32]. We implemented the new null-type mutation operators in a special version of LittleDarwin called LittleDarwin-Null. LittleDarwin and LittleDarwin-Null only differ in the set of mutation operators used, and are identical otherwise.

**Related Work.** Creating new mutation operators to deal with the evolution of soft-
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Table 7.1: Null-Type Faults and Their Corresponding Mutation Operators

<table>
<thead>
<tr>
<th>Mutation Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NullifyReturnValue</td>
<td>If a method returns an object, it is replaced by <code>null</code></td>
</tr>
<tr>
<td>NullifyInputVariable</td>
<td>If a method receives an object reference, it is replaced by <code>null</code></td>
</tr>
<tr>
<td>NullifyObjectInitialization</td>
<td>Wherever there is a <code>new</code> statement, it is replaced with <code>null</code></td>
</tr>
<tr>
<td>NegateNullCheck</td>
<td>Any binary relational statement containing <code>null</code> at one side is negated</td>
</tr>
</tbody>
</table>

Software languages is a trend in mutation testing research. For example, mutation operators have been designed to account for concurrent code [124], aspect-oriented programming [125], graphical user interfaces [126], modern C++ constructs [37], and Android applications [127]. Nanavati et al. have previously studied mutation operators targeting memory-related faults [128]. However, the difference in the semantics of null object of Java and NULL macro of C is sufficient to grant the need for a separate investigation.

7.3 EXPERIMENTAL SETUP

In this section, we first introduce our proposed mutation operators, and then we discuss the experimental setup we used to address our research questions.

7.3.1 Null-Type Mutation Operators

We derived four null-type mutation operators to model the typical null-type faults often encountered by developers [92]. These mutation operators are presented in Table 7.1.

7.3.2 Case Study

For RQ1, we use a didactic project. For RQ2, we use 15 open-source projects.

RQ1. In order to address RQ1, we chose a modified version of VideoStore as a small experimental project [129]. Choosing a small project allows us to (i) create a mutation-adequate test suite ourselves, (ii) find out which mutants are equivalent, and (iii) avoid complexities when using multiple mutation testing tools. The source code for VideoStore is available in the replication package.

RQ2. We selected 15 open-source projects for our empirical study (Table 7.2). The selected projects differ in size of their production code and test code, number of commits, and team size to provide a wide range of possible scenarios. Moreover, they also differ in the adequacy of their test suite based on statement, branch, and mutation coverage (Table 7.2). We used JaCoCo and Clover for statement and branch coverage, and LittleDarwin for mutation coverage.
Table 7.2: Projects Sorted by Mutation Coverage

<table>
<thead>
<tr>
<th>Project</th>
<th>Ver.</th>
<th>Size (LoC)</th>
<th>#C</th>
<th>TS</th>
<th>SC</th>
<th>BC</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apache Commons CLI</td>
<td>1.3.1</td>
<td>2,665</td>
<td>816</td>
<td>15</td>
<td>96%</td>
<td>93%</td>
<td>94%</td>
</tr>
<tr>
<td>JSQLParser</td>
<td>0.9.4</td>
<td>7,342</td>
<td>576</td>
<td>19</td>
<td>81%</td>
<td>73%</td>
<td>94%</td>
</tr>
<tr>
<td>jOpt Simple</td>
<td>4.8</td>
<td>1,982</td>
<td>297</td>
<td>14</td>
<td>99%</td>
<td>97%</td>
<td>92%</td>
</tr>
<tr>
<td>Apache Commons Lang</td>
<td>3.4</td>
<td>24,289</td>
<td>4,398</td>
<td>30</td>
<td>94%</td>
<td>90%</td>
<td>91%</td>
</tr>
<tr>
<td>Joda Time</td>
<td>2.8.1</td>
<td>28,479</td>
<td>1,990</td>
<td>42</td>
<td>90%</td>
<td>81%</td>
<td>82%</td>
</tr>
<tr>
<td>Apache Commons Codec</td>
<td>1.10</td>
<td>6,485</td>
<td>1,461</td>
<td>10</td>
<td>96%</td>
<td>92%</td>
<td>82%</td>
</tr>
<tr>
<td>Apache Commons Collections</td>
<td>4.1</td>
<td>27,914</td>
<td>2,882</td>
<td>26</td>
<td>85%</td>
<td>78%</td>
<td>81%</td>
</tr>
<tr>
<td>VRaptor</td>
<td>3.5.5</td>
<td>14,111</td>
<td>3,417</td>
<td>65</td>
<td>87%</td>
<td>81%</td>
<td>81%</td>
</tr>
<tr>
<td>HTTP Request</td>
<td>6.0</td>
<td>1,391</td>
<td>446</td>
<td>15</td>
<td>94%</td>
<td>75%</td>
<td>78%</td>
</tr>
<tr>
<td>Apache Commons FileUpload</td>
<td>1.3.1</td>
<td>2,408</td>
<td>846</td>
<td>19</td>
<td>76%</td>
<td>74%</td>
<td>77%</td>
</tr>
<tr>
<td>jsoup</td>
<td>1.8.3</td>
<td>10,295</td>
<td>888</td>
<td>43</td>
<td>82%</td>
<td>72%</td>
<td>76%</td>
</tr>
<tr>
<td>JGraphiT</td>
<td>0.9.1</td>
<td>13,822</td>
<td>1,150</td>
<td>31</td>
<td>79%</td>
<td>73%</td>
<td>69%</td>
</tr>
<tr>
<td>PITest</td>
<td>1.1.7</td>
<td>17,244</td>
<td>1,044</td>
<td>19</td>
<td>79%</td>
<td>73%</td>
<td>63%</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>1.0.17</td>
<td>95,354</td>
<td>3,394</td>
<td>4</td>
<td>53%</td>
<td>45%</td>
<td>35%</td>
</tr>
<tr>
<td>PMD</td>
<td>r7706</td>
<td>70,767</td>
<td>7,706</td>
<td>20</td>
<td>62%</td>
<td>54%</td>
<td>34%</td>
</tr>
</tbody>
</table>

Acronyms: Version (Ver.), Line of code (LoC), Production code (Prod.), Number of commits (#C), Team size (TS), Statement coverage (SC), Branch coverage (BC), Mutation coverage (MC)

Table 7.3: Mutation testing results for VideoStore

<table>
<thead>
<tr>
<th>Program</th>
<th>LittleDarwin</th>
<th>PITest</th>
<th>Javalanche</th>
<th>LittleDarwin-Null</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K</td>
<td>S</td>
<td>E</td>
<td>K</td>
</tr>
<tr>
<td>VideoStore Orig</td>
<td>24</td>
<td>18</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>VideoStore TAdq</td>
<td>42</td>
<td>0</td>
<td>2</td>
<td>68</td>
</tr>
<tr>
<td>VideoStore NAdq</td>
<td>42</td>
<td>0</td>
<td>2</td>
<td>68</td>
</tr>
</tbody>
</table>

K: Killed, S: Survived, E: Equivalent

7.4 RESULTS AND DISCUSSION

RQ1: Are traditional mutation operators enough to prevent null-type faults?

We are interested to compute the number of killed, survived and equivalent mutants along with three versions of VideoStore. The first version we analyze is the original one (VideoStore Orig). This version has only 4 tests. Then, we create a mutation-adequate test suite that kills all mutants generated by the general-purpose tools (Javalanche, PITest, and LittleDarwin). In this version (VideoStore TAdq) we added 15 tests. Finally, we create a mutation-adequate test suite that kills all mutants, included the ones generate by LittleDarwin-Null. In this version (VideoStore NAdq) we added 3 more tests.

Table 7.3 shows the number of remaining mutants after each phase of test development: VideoStore Orig, VideoStore TAdq, and VideoStore NAdq. The discrepancy
In total number of generated mutants for the three versions of the program in case of Javalanche is due to its particular optimizations. In VideoStore Orig, there are several survived mutants according to all the tools. This is because the test suite accompanying the VideoStore program was not adequate.

In VideoStore TAdq, we create a mutation-adequate version of the test suite with respect to the results of PITest, Javalanche, and LittleDarwin. In the process of creating this test suite, we noticed that all of these tools produce equivalent mutants. Two of such mutants are shown in Figure 7.2. Mutant A is equivalent because the method `super.determineAmount` always returns 0, so it does not matter whether it is added to or subtracted from `this.Amount`. Mutant B is also equivalent, because if `daysRented` is 2, the value added to `this.Amount` is 0. We analyzed VideoStore TAdq with LittleDarwin-Null in order to find out whether the mutation-adequate test suite according to three general-purpose tools is able to kill all the null-type mutants. By analyzing the 26 generated mutants, we noticed that 22 mutants were killed and 4 survived. The manual review of these mutants show that one of them is an equivalent mutant.
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Figure 7.2: Two of the Equivalent Mutants Generated by Traditional Mutation Operators

@override
public double determineAmount(int daysRented) throws Exception {
    double thisAmount = 2 + super.determineAmount(daysRented);
    if (daysRented >= 2)
        thisAmount += (daysRented - 2) * 1.5;
    return thisAmount;
}

Figure 7.3: One of the Equivalent Mutants Generated by Null-Type Mutation Operators

public void addRental(Rental rental) throws NullPointerException {
    if (rental == null)
        rentals.addElement(new Rental(new RegularMovie(null), 0));
    else
        rentals.addElement(rental);
}

Considering that 3 mutants generated by null-type mutation operators are not equivalent, and yet the mutation-adequate test suite we created according to the general-purpose tools cannot kill them, we conclude that using traditional mutation operators to strengthen the test suite does not necessarily prevent null-type faults.

The four mutants survived in VideoStore TAdq are all of type NullifyObjectInitialization. Figure 7.3 shows the equivalent null-type mutant. Here the default behavior of Rental object is to create a new RegularMovie object when it receives null as its input. So, replacing new RegularMovie(null) with null does not change the behavior of the program.

The three remaining surviving mutants are described in Figure 7.1. Here, mutants A and B replace the exception with null. Consequently, as opposed to the program throwing a detailed exception, the mutant always throws an empty NullPointerException. Such a mutant is desirable to kill, since the program would be able to throw an unexpected exception due to a fault that the test suite cannot recognize. In the case of Mutant C, it replaces the initialization of a RegularMovie object with null. This means that as opposed to the program that guarantees the private attribute movie is always instantiated, the same attribute contains a null literal in the mutant. If not detected, a NullPointerException might be thrown when another object tries to access the movie attribute of this object.

We created three new tests to kill each of the survived mutants. These tests are shown...
Figure 7.4: The Tests Written to Kill the Surviving Null-Type Mutants
in Figure 7.4. Here, \texttt{testMutantA} and \texttt{testMutantB} verify whether the unit under test throws the correct exception if called with an invalid input value. \texttt{testMutantC} verifies whether the unit under test is able to handle a null input correctly. These three tests are not “happy path tests”, namely a well-defined test case using known input, which executes without exception and produces an expected output. Consequently, they might not be intuitive for a test developer to consider, even though they are known as good testing practice [130]. If not for the three survived null-type mutants, these tests would not have been written. This leads us to conclude that traditional mutation operators are not enough to prevent null-type faults.

RQ2: To what extent is the addition of null-type mutation operators useful in practice?

RQ1 shows for the VideoStore project that mutation testing tools need to introduce explicit mutation operators for modeling null-type faults. Yet, such a project is not representative of real projects. In this RQ, we want to verify to what extent null-type mutation operators are useful in practice. For this reason, we perform an experiment that involves real open-source projects. After introducing null-type mutants, two groups of mutants are affected: (i) survived mutants are the targets the developer needs during test development, (ii) killed mutants show the types of faults the test suite can already catch.

Considering this, we can justify the effort needed for extending mutation testing by incorporating null-type mutants only if: (i) the real test suites do not already kill most of the null-type mutants, (ii) the null-type mutants are not increasing redundancy by a large margin. Otherwise, the current mutation testing tools are already “good enough” for preventing null-type faults.

To verify to what extent the null-type mutants “do matter” when testing for null-type faults we analyze both killed and survived mutants:

In case of survived mutants, we analyze the number of survived mutants that each mutation operator generates for each project. We divide this analysis into two parts. First, we analyze survived mutants for null-type and traditional mutation operators. Second, we analyze each mutation operator individually to find out which one produces the most surviving mutants. This analysis shows whether the survived mutants produced by the null-type mutation operators are “enough” to drive the test development process.

In case of killed mutants, we take all projects as a whole, and we analyze whether the killed null-type mutants are redundant when used together with traditional mutation operators. We measure redundancy using dynamic mutant subsumption: we analyze the distributions of subsuming, killed, and all null-type mutants. This way we can tell whether or not the null-type mutation operators are producing “valuable” mutants to strengthen the test suite.

Survived mutants. Table 7.4 shows for each project the number of survived, killed, and
### Table 7.4: Mutants Generated by LittleDarwin and LittleDarwin-Null

<table>
<thead>
<tr>
<th>Project</th>
<th>Traditional Mutation Operators</th>
<th></th>
<th></th>
<th>Null-Type Mutation Operators</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Survived</td>
<td>Killed</td>
<td>Total</td>
<td>Survived</td>
<td>Killed</td>
<td>Total</td>
</tr>
<tr>
<td>Apache Commons CLI</td>
<td>24</td>
<td>318</td>
<td>342</td>
<td>71</td>
<td>415</td>
<td>486</td>
</tr>
<tr>
<td>JSQLParser</td>
<td>31</td>
<td>457</td>
<td>488</td>
<td>358</td>
<td>1,062</td>
<td>1,420</td>
</tr>
<tr>
<td>jOpt Simple</td>
<td>17</td>
<td>189</td>
<td>206</td>
<td>37</td>
<td>494</td>
<td>531</td>
</tr>
<tr>
<td>Apache Commons Lang</td>
<td>559</td>
<td>5,455</td>
<td>6,014</td>
<td>564</td>
<td>5,469</td>
<td>6,033</td>
</tr>
<tr>
<td>Joda Time</td>
<td>892</td>
<td>3,978</td>
<td>4,870</td>
<td>836</td>
<td>5,371</td>
<td>6,207</td>
</tr>
<tr>
<td>Apache Commons Codec</td>
<td>364</td>
<td>1,612</td>
<td>1,976</td>
<td>147</td>
<td>927</td>
<td>1,074</td>
</tr>
<tr>
<td>Apache Commons Collections</td>
<td>638</td>
<td>2,705</td>
<td>3,343</td>
<td>1,179</td>
<td>5,851</td>
<td>7,030</td>
</tr>
<tr>
<td>VRaptor</td>
<td>111</td>
<td>478</td>
<td>589</td>
<td>795</td>
<td>2,111</td>
<td>2,906</td>
</tr>
<tr>
<td>HTTP Request</td>
<td>49</td>
<td>178</td>
<td>227</td>
<td>69</td>
<td>383</td>
<td>452</td>
</tr>
<tr>
<td>Apache Commons FileUpload</td>
<td>81</td>
<td>273</td>
<td>354</td>
<td>137</td>
<td>211</td>
<td>348</td>
</tr>
<tr>
<td>jsoup</td>
<td>291</td>
<td>928</td>
<td>1,219</td>
<td>553</td>
<td>1,455</td>
<td>2,008</td>
</tr>
<tr>
<td>JGraphT</td>
<td>416</td>
<td>940</td>
<td>1,356</td>
<td>834</td>
<td>1,457</td>
<td>2,291</td>
</tr>
<tr>
<td>PITest</td>
<td>398</td>
<td>672</td>
<td>1,070</td>
<td>551</td>
<td>2,964</td>
<td>3,515</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>10,558</td>
<td>5,603</td>
<td>16,161</td>
<td>8,563</td>
<td>6,248</td>
<td>14,811</td>
</tr>
<tr>
<td>PMD</td>
<td>5,205</td>
<td>2,734</td>
<td>7,939</td>
<td>5,099</td>
<td>4,613</td>
<td>9,712</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>19,634</strong></td>
<td><strong>26,520</strong></td>
<td><strong>46,154</strong></td>
<td><strong>19,793</strong></td>
<td><strong>39,031</strong></td>
<td><strong>58,824</strong></td>
</tr>
</tbody>
</table>

The first noticeable trend is a strong correlation \( R^2 = 0.81 \) between survived to killed ratio (SKR) of the traditional mutants and SKR of the null-type mutants. One exception to this trend is JSQLParser, in which there are significantly more survived null-type mutants than survived traditional mutants. Investigating further, we find that this happens because 50 small classes lack statements that can be mutated by the traditional mutation operators. However, null-type mutation operators are able to generate mutants for these classes. This uncovers many of the weaknesses of the test suite. On the other side of the fence, there is PITest, in which a single class (sun.pitest.CodeCoverageStore) contains many arithmetic operations while poorly tested, so it produces 129 out of 398 survived traditional mutants. This shows that the usefulness of the null-type mutation operators is program-dependent.

Figure 7.5 shows the number of killed and survived mutants for each mutation operator before the removal of invalid mutants. We see that among the traditional mutation operators, ArithmeticOperatorReplacementBinary, LogicalOperatorReplacement, and ArithmeticOperatorReplacementUnary have the highest ratio of survived to killed mutants. This means that these mutation operators are generating mutants that are harder to kill than the rest. The same can be observed among the null-type mutation operators, where NullifyObjectInitialization produces harder to kill mutants than the others. This is as we expected, since NullifyInputVariable applies a major change to the method (removal of an input), and NegateNullCheck negates a check that the developer deemed necessary. However, the unexpected part of the result is that so many of the mutants generated by NullifyReturnValue have survived. This means that lots of methods are not tested on their
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output correctly. This can be due to the fact that many of such methods are not tested directly, and when tested indirectly, their results only affect a small part of the program state of the method under test.

In general, the number of survived null-type mutants has a strong correlation with the number of survived traditional mutants for most projects. This implies that not all parts of the code are tested well. However, the exceptions to this rule are caused by classes that produce many more mutants of a particular type. Here, our results show that the null-type mutation operators complement the traditional mutation operators and vice versa by each providing a large portion of survived mutants.

**Killed mutants.** Considering all projects as a whole and after the removal of 737 invalid mutants, the number of valid generated mutants is 104,978. Out of this total, the number of killed and subsuming mutants are 65,551 and 16,205 respectively. This means that at least 50,029 were subsumed, and thus redundant. To put null-type and traditional mutants in perspective, Figure 7.6 shows the percentages for all, killed, and subsuming mutants for both groups. Here, we notice that the percentage of the null-type mutants remains similar in these three categories. The null-type mutants have a higher impact on the semantics of the program due to being applied at the entry and exit points of a method, the branching statements, and the declaration of an object. Therefore, the fact

Figure 7.5: Number of killed and survived mutants for each mutation operator
that they comprise a higher percentage of the killed mutants is not surprising. This does not reduce the value of such mutants, since it has been shown that even high-impact mutants can detect weaknesses in a test suite, e.g. in case of pseudo-tested methods [131]. It is important to note that the distribution of null-type mutants differs only 4% in all and killed mutants. While 60% of the killed mutants are null-type, they still account for almost 55% of subsuming mutants. This indicates that the inclusion of the null-type mutants increases the mutant redundancy only marginally.

To delve deeper, Figure 7.7 shows for each mutation operator the percentage of killed and subsuming mutants. Among the traditional mutation operators, RelationalOperator-Replacement and ConditionalOperatorReplacement produce the most subsuming mutants. The rest of the mutation operators create mutants that have the same distribution among subsuming and killed mutants. As this figure shows, the marginal increase in redundancy by the null-type mutation operators can be blamed on NullifyInputVariable mutation operator. This mutation operator produces mutants that are easier to kill compared to other mutation operators (21% of all, 24% of the killed), and more of these mutants are redundant compared to others (24% of killed, only 15% of subsuming). On the contrary, NullifyReturnValue is producing fewer redundant mutants, which confirms our previous observation.

Given the results of RQ2, we conclude that while the inclusion of the null-type mutation operators increases the redundancy marginally, they complement the traditional mutation operators in their role of strengthening the test suite against null-type faults.
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Figure 7.7: Ratio of Mutants by Each Mutation Operator in All, Killed, and Subsuming

7.5 THREATS TO VALIDITY

To describe the threats to validity we refer to the guidelines reported by Yin [105]. Threats to internal validity focus on confounding factors that can influence the obtained results. These threats stem from potential faults hidden inside our analysis tools. While theoretically possible, we consider this chance limited. The tools used in this experiment have been used previously in several other studies, and their results went through many iterations of manual validation. In addition, the code of LittleDarwin and LittleDarwin-Null along with all the raw data of the study is publicly available for download in the replication package [132].

Threats to external validity refer to the generalizability of the results. In RQ1 we advocate for the adoption of null-type mutation operators by using a didactic project. We alleviate the non-representativeness of this project, by analyzing 15 real open-source projects in RQ2. Although our results are based on projects with various levels of test adequacy in terms of traditional and null-type mutation coverage, we cannot assume that this sample is representative of all Java projects. We use PITest, LittleDarwin, and Javalanche as mutation testing tools. We cannot assume that these tools are representative
of all mutation tools available in literature. For this reason, we refer to these tools as general-purpose since they can work with little effort on many open-source projects. We modeled null-types mutation operators upon the typical null-type faults described by Osman et al. [122]. However, there may be other types of null-type faults that we did not consider. There are also other tools (such as PITest) that have similar mutation operators to our proposed ones. Even though such mutation operators may have existed before, our study is the first time that null-type mutation operators are evaluated extensively. Even if this was the case, our results should still hold since we already demonstrate with four mutation operators that they are in need of explicit modeling.

Threats to construct validity are concerned with how accurately the observations describe the phenomena of interest. The problem of equivalent mutants affects the analysis of surviving mutants on the test suites of the 15 open-source projects. Due to the large number of created mutants, it is impractical to filter equivalent mutants in the final results. Still, we believe this threat is minimal, because we analyze two different aspects of mutation testing, which lead to converging results. The total number of generated mutants can be different based on the set of mutation operators that are used in each tool. However, this difference has been taken into account when discussing the results of the experiments. To measure redundancy among the mutants, we use dynamic subsumption relationship. However, the accuracy of the dynamic subsumption relationship depends on the test suite itself. This is a compromise, as the only way to increase the accuracy is to have several tests that kill each mutant, which is not practical.

7.6 CONCLUSION

Developers are prone to introduce null-type faults in Java programs. Yet, there is no specific approach devoted to helping developers strengthen the test suite against these faults. On the one hand, mutation testing provides a systematic method to create tests able to prevent common faults. On the other hand, the general-purpose mutation testing tools available today do not model null-type faults explicitly by default.

In this paper, we advocate for the introduction of null-type mutation operators for preventing null-type faults. As a first step, we show that traditional mutation operators are not enough to cope with null-type faults as they cannot lead to the creation of a mutation-adequate test suite that can kill all of them. Then we demonstrate, by means of code examples, how the null-type mutants can drive the extension of the test suite. Finally, we highlight that null-type mutation operators are helpful in practice by showing on 15 open-source projects that real test suites are inadequate in detecting null-type faults. In this context, we explore the trade-offs of having null-type mutants. On the downside, we show that the inclusion of null-type mutants increases the mutant redundancy. Yet,
this increment is only marginal. On the upside, we show that null-type mutants complement traditional mutants in two ways. First, they provide a large number of survived mutants to the developer to strengthen the test suite. Second, they comprise a large part of subsuming mutants.

As a consequence, developers can increase their confidence in the test suite regarding to the null-type faults by (i) prioritizing the classes that have a large difference in traditional and null-type mutation coverage, (ii) creating tests to kill the survived null-type mutants in these classes, and (iii) repeating the process until all classes have similar levels of traditional and null-type mutation coverage.
This chapter targets the second of our three identified problems, the fault model problem. In particular, it aims to introduce new mutation operators that target the C++11/14 constructs in C++. These new constructs have been identified by the domain experts as a source of potential faults, and several fault patterns have been presented in gray literature in recent years. We introduce four mutation operators that allow developers to write tests targeting such faults.

We added more information about Range-Based For to this chapter compared to the originally published version.
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ABSTRACT

The C++11/14 standard offers a wealth of features aimed at helping programmers write better code. Unfortunately, some of these features may cause subtle programming faults, likely to go unnoticed during code reviews. In this paper we propose four new mutation operators for C++11/14 based on common fault patterns, which allow to verify whether a unit test suite is capable of testing against such faults. We validate the relevance of the proposed mutation operators by performing a case study on seven real-life software systems.

8.1 INTRODUCTION

Nowadays, the process of software development relies more and more on automated software tests due to the developers interest in testing their software components early and often. The level of confidence in this process depends on the quality of the test suite. Therefore, measuring and improving the quality of the test suite has been an important subject in literature. Among many of the studied techniques, mutation testing is known to perform well for improving the quality of the test suite [81].

The idea of mutation testing is to help identify software faults indirectly by improving the quality of the test suite through injecting an artificial fault (i.e. generating a mutant) and executing the unit test suite to see whether the fault is detected [23]. If any of the tests fail, the mutant is said to detected, thus killed. On the other hand, if all the tests pass, the test suite failed to detect the mutant, thus the mutant survived. However, some mutants result in code which does not pass the compiler and these are called invalid mutants. And in other situations, a mutant fails to change the output of a program for any given input hence can never be detected — these are called equivalent mutants.

A mutant is created by applying a transformation rule (i.e. mutation operator) to the code that results in a syntactic change of the program [31]. Given an effective set of mutation operators, mutation testing can help developers identify the weaknesses in the test suite [133]. Nevertheless, designing effective mutation operators requires considerable knowledge about the coding idioms and the common programming faults often made in the language [31]. More importantly, good mutation operators should maximize the likelihood of valid and non-equivalent mutants [134].

The first set of mutation operators were reported in King et al. [48]. They were later implemented in the tool Mothra which was designed to mutate the programming language FORTRAN77. With the advent of the object-oriented programming paradigm, new mutation operators were proposed to cope with specific programming faults therein [90]. This is a common trend in mutation testing: languages evolve to get new language constructs; some of these constructs cause subtle programming faults; after which new mutation operators get designed to shield against these common faults. For example, with
the evolution of Java related languages, mutation operators have been designed to account for concurrent code [124], aspect-oriented programming [125], graphical user interfaces [126], and Android applications [127].

The C++11/14 standard (created in 2011 and 2014 respectively) offers a wealth of features aimed at helping programmers write better code [135]. Most notably there is more type-safety and compile-time checking (e.g. static_assert, override). Unfortunately, the standard also provides a few features that may cause subtle faults (e.g. lambda expressions, list initialization, …). Our goal is to identify these sources of common faults and introduce new mutation operators that address them. While it is possible that some subset of these faults are addressed by C++99 mutation operators, previous experience shows targeted mutation operators prove useful in improving the test suite quality further [17, 136].

In this study, we seek to answer the following research questions:

- **RQ1.** Which categories of C++11/14 faults are most likely to be made by programmers, and what are the corresponding mutation operators?
- **RQ2.** To what extent do these mutation operators create valid, non-equivalent mutants?

The rest of this paper is structured as follows: In Section 8.2 we provide the necessary background information about this study, and briefly discuss the related work. In Section 8.3 we discuss our approach to answering our research questions, and show our results in Section 8.4. Finally, we present our conclusions in Section 8.5 and highlight the future research directions rooted in this work.

### 8.2 BACKGROUND AND RELATED WORK

In this section we provide the necessary background information needed to comprehend the rest of the article and discuss the related work. First, we describe mutation testing and its related concepts. Then, we describe the new C++11/14 features, focusing on subtle faults that may be revealed via mutation testing.

#### 8.2.1 Mutation Testing

Mutation testing is the process of inserting bugs into software (Mutants) using a set of rules (Mutation Operators) and then running the accompanying test suite for each inserted mutant. If all tests pass, the mutant survived. If at least one test fails, the mutant is killed. If the mutant causes an error during compilation of the production code, it is invalid. A valid mutant that does not change the semantics of the program, thus making it impossible to detect, is called equivalent.
An equivalent mutant is a mutant that does not change the semantics of the program, i.e., its output is the same as the original program for any possible input. Therefore, no test case can differentiate between an equivalent mutant and the original program, which makes it undesirable. The detection of equivalent mutants is undecidable due to the halting problem [42]. The only way to make sure there are no equivalent mutants in the mutant set is to manually inspect and remove all the equivalent mutants. However, this is impractical in practice. Therefore, the aim is to generate as few equivalent mutants as possible.

Mutation operators are the rules mutation testing tools used to inject syntactic changes into software. Most operators are defined as a transformation on a certain pattern found in the source code. The first set of mutation operators ever designed were reported in King et al. [48]. These mutation operators work on basic syntactic entities of the programming language such as arithmetic, logical, and relational operators. Offutt et al. came up with a selection of few mutation operators that are enough to produce high-quality test suites with a four-fold reduction of the number of mutants [49]. Kim et al. extended the set of mutation operators for object-oriented programming constructs [90].

Because of the complexity of parsing C++, building a mutation testing tool for C++ is almost equivalent to building a complete compiler [137]. It is only with modern tooling, e.g., the Clang/LLVM compiler platform, that it became possible to write such tools without an internal parser.

Kusano et al. developed CCmutator, a mutation tool for multi-threaded C/C++ programs that mutates usages of POSIX threads and the C++11 concurrency constructs, but works on LLVM’s intermediate representation instead of directly on C++ source code [138]. Delgado-Perez et al. have expanded on the work done for the C language by adding class mutation operators, and created a set of C++ mutation operators [136]. In addition, they show that the class mutation operators compliment the traditional ones and help testers in developing better test suites.

8.2.2 C++11/14

C++11 was introduced in 2011 with the goal of adapting C++ and its core libraries to modern use cases of the language (e.g., multi-threading, genetic algorithms, ...). This release was followed by C++14 in 2014 with similar goals. The introduction of C++11/14 has changed the language to the point that earlier iterations of the language are dubbed the classical C++, and modern C++\(^1\) starts with C++11/14. The release of the standard was followed by real-time adoption in compilers such as Clang and G++.

Unfortunately, the C++11/14 standard also provides a few features that may cause

\(^1\)http://www.modernescpp.com/index.php/what-is-modern-c
subtle faults, thus where support in the form of new mutation operators would be desirable. In this subsection we briefly explain these features of C++11/14.

Range-Based For Loop

Range-Based For Loop [http://en.cppreference.com/w/cpp/language/range-for] is made to simplify looping over a range of elements, and generalizes the use of for loop to any container with a ForwardIterator and a begin() and end() method. For example, the following two loops give similar results despite the fact that in the loop on the left i represents an element in the vector, while the i in the right loop is a subscript to the vector:

```
for(int i : v) {
    std::cout << i << '\n';
}
```

```
for(int i=0; i<v.size(); i++) {
    std::cout << v.at(i) << '\n';
}
```

Lambda Expressions

Lambda Expressions [http://en.cppreference.com/w/cpp/language/lambda] allow for the definition of unnamed in-line functions. For example, in the following piece of code, lambda contains a function which captures a and b (they are available in the body of lambda as const expressions), takes an input parameter x, and returns a bool.

```
int a, b;
auto lambda = [a, b](int x) { return x > a + b;};
```

It is possible to have a default capture at the start of the capture list, e.g. ‘=’ for by-value, or ‘&’ for by-reference capture. This causes all variables referenced in the lambda body to be captured the specified way.

Move Semantics

Move Semantics [http://en.cppreference.com/w/cpp/language/move_constructor] are introduced in C++11/14 to address the inefficiencies of copy construction when the copied value is deleted after the execution of the constructor. For example, the following code would be inefficient in C++03:

```
std::vector<int> v(ComputeLargeVector(1000));
```

In C++03, this code would create the vector in ComputeLargeVector, call the copy constructor for v, which copies all elements into a newly allocated buffer, and then destroys
the original. With move semantics, v would simply copy the internal size, capacity, and pointer to the elements in the temporary vector and set the members of the temporary vector to 0.

To enable this, value categories\(^2\) got redefined in C++11. Every expression is either an lvalue, an xvalue, or a prvalue. The difference between these value categories lies in two properties: whether or not they have identity (i.e. it is possible to determine whether two expressions are the same using an address), and whether they can be moved from (move semantics can bind to the expression). lvalues and xvalues have identity, while xvalues and prvalues can be moved from. All rvalues can bind to rvalue references, which are denoted by \&\&. For example, the signature of the move constructor of vector is:

```cpp
vector<T> (vector<T>&&);
```

It is possible to convert an lvalue to an xvalue through std::move, which casts the object to an rvalue reference type.

**Perfect Forwarding**

Perfect Forwarding [http://en.cppreference.com/w/cpp/utility/forward] allow for forwarding of input arguments to other functions as-is. For example, the emplace family of functions in the standard containers accept any number of arguments and forward them to the constructor of the element type. The following template function constructs an object of type T with a given argument:

```cpp
template<typename T, typename Arg>
T construct(Arg&& argument) {
    return T{std::forward<Arg>(argument)};
}
```

Because Arg is a template parameter, Arg&& is a forwarding reference [139]. This means that it will resolve to either an lvalue or an rvalue reference depending on argument. If argument is an lvalue, std::forward is a no-op, and if argument is an rvalue reference, it behaves the same way std::move does.

**List Initialization**

List Initialization [http://en.cppreference.com/w/cpp/language/list_initialization] is a new syntax introduced in C++11 that allows the initialization of an object from braced initial values. It expands the ability to construct structs and arrays using braced initial-
izer to all types in C++. For example, the following is a valid syntax for creating and initializing an array of `int`:

```cpp
int b {1,2,3,4,5};
```

Also, a type with a constructor that takes `std::initializer_list` as an argument can be initialized using this new syntax. For example, the following declaration of a `std::vector` creates a vector of integers with 5 elements:

```cpp
std::vector<int> v{1,2,3,4,5};
```

### 8.3 STUDY DESIGN

In this section, we discuss the design of our study. First, we explain our evaluation criteria, and then we describe the process by which we determine the fault categories and create mutation operators. Finally, we present the details of our data set.

#### 8.3.1 Evaluation Criteria

**RQ1.** Which categories of C++11/14 faults are most likely to be made by programmers, and what are the corresponding mutation operators?

To evaluate the results of this question, the mutation operator needs to fulfill the following criteria:

- Can the mutation operator simulate a fault from the fault category we identified?
- Is it reasonable to assume that the software developer can create faulty code similar to the generated fault?

We look at guidelines provided by experts concerning the new standards and the common pitfalls mentioned therein. We search for such patterns and select those that can be reconstructed into a mutation operator.

**RQ2.** To what extent do these mutation operators create valid, non-equivalent mutants?

\[
Mutation \, Operator \, Score = 1 - \frac{E - D}{T - I - D} \tag{8.1}
\]

\(T = \text{Total Number of Mutants}, \ E = \text{Number of Equivalent Mutants}, \ D = \text{Number of Easily-Detectable Equivalent Mutants}, \ I = \text{Number of Invalid Mutants}\)

An effective mutation operator generates valid semantic faults. This means that mutation operators need to generate as few equivalent mutants as possible. We borrow this...
criterion from Delgado-Perez et al. who used it in their study [134]. It is also important for each mutant to be valid, i.e. the mutated program compiles without errors. Any mutation operator inevitably generates equivalent mutants. Some of these equivalent mutants, however, can be identified and filtered at compile-time. We call these equivalent mutants as easily-detectable equivalent mutants. To quantify the effectiveness of each mutation operator, we calculate the percentage of equivalent mutants among the valid mutants after filtering the easily-detectable equivalent mutants. The mutation operator score is then calculated by deducting the mentioned percentage from 100% (see Equation 8.1). For each mutation operator, we provide methods to filter easily-detectable equivalent mutants.

To see how our operators work in real-life scenarios, we looked at seven open source projects that are using C++11/14 (see Table 8.1). Our analysis consists of applying our mutation operators to create all possible mutants. We do this by manually searching for the code patterns that match (using grep). Then, we manually categorize the resulting mutants into invalid, equivalent, and valid non-equivalent mutants. If a mutant did not change the semantics of the program, we classified it as an equivalent mutant. If the operator created a non-compilable program, we classified the mutant as invalid. Otherwise, we considered the mutant as valid non-equivalent.

8.3.2 Data Set

In this subsection, we present the details of our data set. Our data set is publicly available in the replication package available at https://www.parsai.net/files/research/ICTSSRepPak.zip.

In order to find the common fault patterns related to C++11/14, we looked at the authoritative sources of fault patterns such as those suggested by Scott Meyers in his book titled Effective Modern C++ [140], and C++ Core Guidelines by Bjarne Stroustrup [141]. We also took into account the standard proposal N3853 by Stephan Lavavej [142] which points out problems with range-based for loop syntax.

For the evaluation of the mutation operators, we looked at seven open source projects that use C++11/14 (Table 8.1). These projects range from a small, several hundred lines of code header-only library, to a full application with over 100,000 lines of code with years of active development:

- i-score\(^3\) is an interactive intermedia sequencer, built in Qt.
- C++React\(^4\) is a C++11 reactive programming library, based on signals and event

\(^{3}\)https://github.com/OSSIA/i-score/
\(^{4}\)https://github.com/schlangster/cpp.react
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Table 8.1: Project Statistics

<table>
<thead>
<tr>
<th>Project</th>
<th>Commit</th>
<th>Size (Lines of Code)</th>
<th>Number of Commits</th>
<th>Team Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Production</td>
<td>Test</td>
<td></td>
</tr>
<tr>
<td>i-score</td>
<td>c86cd3d</td>
<td>108K</td>
<td>3.5K</td>
<td>5358</td>
</tr>
<tr>
<td>C++React</td>
<td>1f6ddb7</td>
<td>11K</td>
<td>2K</td>
<td>417</td>
</tr>
<tr>
<td>EntityX</td>
<td>6389b1f</td>
<td>9K</td>
<td>1K</td>
<td>296</td>
</tr>
<tr>
<td>Antonie</td>
<td>59deb0d</td>
<td>9K</td>
<td>0.1K</td>
<td>306</td>
</tr>
<tr>
<td>Json</td>
<td>a09193e</td>
<td>8K</td>
<td>18K</td>
<td>1973</td>
</tr>
<tr>
<td>Corrade</td>
<td>ff3b351</td>
<td>6.5K</td>
<td>9.1K</td>
<td>1898</td>
</tr>
<tr>
<td>termdb</td>
<td>bd0fb4a</td>
<td>783</td>
<td>153</td>
<td>26</td>
</tr>
</tbody>
</table>

streams.

- EntityX\(^5\) is an Entity Component System that uses C++11 features.
- Antonie\(^6\) is a processor of DNA reads, developed at the Bertus Beaumontlab of the Bionanoscience Department of Delft University of Technology.
- Json\(^7\) is a single-header library for working with Json with modern C++.
- Corrade\(^8\) is a C++11/14 utility library, including several container classes, a signal-slot connection library, a unit test framework, a plugin management library and a collection of other small utilities.
- termdb\(^9\) is a small C++11 library for parsing command-line arguments.

8.4 RESULTS

In this section, we present the results of our research. For each mutation operator, first we give its definition, then we discuss the motivation behind it to answer RQ1, and finally we provide our analysis of the data set to answer RQ2.

8.4.1 FOR

The range-based “for” reference removal (FOR) operator finds instances of range-based for loops of the form for (T& elem : range) or for (T&& elem : range), where T is either auto or a concrete type, and removes the reference qualifier from the range declaration. Table 8.2 shows the results for this mutation operator.

---

\(^5\)https://github.com/alecthomas/entityx  
\(^6\)https://github.com/beaumontlab/antonie  
\(^7\)https://github.com/nlohmann/json  
\(^8\)https://github.com/mosra/corrade  
\(^9\)https://github.com/agauniyal/termdb
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Motivation (RQ1).

FOR operator is based on the possibility of confusion over the default value semantics of the new range-based for loop, whereas previous methods of looping over containers resulted in reference semantics. This was noted previously by Stephan Lavavej [142]. In his standard proposal, he lists three problems with the most idiomatic-looking range-based for loop, for (auto elem : range), namely:

- It might not compile - for example, unique_ptr elements are not copyable. This is problematic both for users who won’t understand the resulting compiler errors, and for users writing generic code that’ll happily compile until someone instantiates it for movable-only elements.
- It might misbehave at runtime - for example, elem = val; will modify the copy, but not the original element in the range. Additionally, &elem will be invalidated after each iteration.
- It might be inefficient - for example, unnecessarily copying std::string.

From a mutation testing perspective, the second reason is the main motivation to create a mutation operator. In the case of a range-based for loop that modifies the elements of a container in-place, the correct and generic way to write it is for (auto&& elem : range). For all cases except for proxy objects and move-only ranges, for (auto& elem : range) works as well.

This operator is only a minor syntactic change that is easily overlooked even in code review if such fault pattern is not actively looked for. Surviving mutants of this type can pinpoint the loops whose side effects on container elements are not tested.

Analysis (RQ2).

Invalid Mutants: The invalid mutants are comprised of two groups. The majority of the invalid loops were over containers of move-only types. Of the invalid mutants in i-score, 33 were containers of pointers to virtual interface classes with custom dereferencing iterators, making the mutant try to instantiate a non-instantiable type. Both of these cases can be easily checked when generating the mutants.

---

10http://en.cppreference.com/w/cpp/memory/unique_ptr
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Table 8.2: Results of FOR Operator

<table>
<thead>
<tr>
<th>Project</th>
<th>Total</th>
<th>Invalid</th>
<th>Equivalent</th>
<th>Easily Detectable</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-score</td>
<td>251</td>
<td>101</td>
<td>115</td>
<td>110</td>
<td>87.5%</td>
</tr>
<tr>
<td>Corrade</td>
<td>24</td>
<td>1</td>
<td>13</td>
<td>13</td>
<td>100%</td>
</tr>
<tr>
<td>Json</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>EntityX</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>termdb</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>C++React</td>
<td>8</td>
<td>0</td>
<td>6</td>
<td>6</td>
<td>100%</td>
</tr>
<tr>
<td>Antonie</td>
<td>39</td>
<td>10</td>
<td>18</td>
<td>18</td>
<td>100%</td>
</tr>
</tbody>
</table>

Equivalent Mutants: In the majority of equivalent cases, the body of the loop did not mutate the referenced element in the container, thus making it equivalent to a loop with an added const qualifier. This is relatively easy to verify automatically, hence such mutants are listed as detectable. Only a handful of equivalent cases were loops that did mutate the elements of the container, but the container never gets used after the loop finishes. This would require more complicated static analysis.

8.4.2 LMB

The lambda reference capture (LMB) operator changes a default value capture to a default reference capture. Table 8.3 shows the results for this mutation operator.

<table>
<thead>
<tr>
<th>Code Excerpt 8.3: Original Lambda</th>
<th>Code Excerpt 8.4: Mutated Lambda</th>
</tr>
</thead>
<tbody>
<tr>
<td>int x; return x + a;</td>
<td>int x; return x + a;</td>
</tr>
</tbody>
</table>

Motivation (RQ1).

This operator is based on the warnings on default capture modes in Core Guideline F53 and Meyers’ 31st item [140, 141]. This mutation operator results in code that leads to undefined behavior if the lambda is executed in a non-local context, because the references to local variables are not valid. This can happen when the lambda is pushed up the call stack or sent to a different thread for asynchronous execution.

Just like the FOR operator, this operator is only a minor syntactical change that can easily be overlooked, and results in faults that are not necessarily easy to detect; thus it is worth testing for its absence. Mutants created by this operator are not easy to detect either, because they invoke undefined behavior which is highly dependent on compiler...
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Table 8.3: Results of LMB Operator

<table>
<thead>
<tr>
<th>Project</th>
<th>Total</th>
<th>Invalid</th>
<th>Equivalent</th>
<th>Easily Detectable</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-score</td>
<td>189</td>
<td>0</td>
<td>113</td>
<td>101</td>
<td>86.3%</td>
</tr>
<tr>
<td>Corrade</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>Json</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>EntityX</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>termdb</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>C++React</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Antonie</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

optimization levels and runtime circumstances.

Analysis (RQ2).

*Invalid Mutants:* We did not witness any invalid mutants generated by this operator in our data set.

*Equivalent Mutants:* All undetectable equivalent mutations were ones where the lambda gets passed into a function that executes it within its own scope. While it is theoretically possible to detect them, we classify them as undetectable because it would require complicated non-local reasoning. The other equivalent mutants are detectable by taking into account what the capture list actually captures. For example, in Code Excerpt 8.5, the minimal capture list is empty, whereas in Code Excerpt 8.6 the minimal capture list is [a] and in Code Excerpt 8.7 the minimal capture list is [this]. In the first and third examples, replacing the default value-capture with reference-capture changes nothing about the capture list. In i-score, these made up the majority of equivalent cases, hence the high percentage of detectable equivalent mutants.

**Code Excerpt 8.5: Empty Capture**

```cpp
[](int x) { return x < 1; }
```

**Code Excerpt 8.6: Local Capture**

```cpp
int a; [](int x) { return x < a; }
```

**Code Excerpt 8.7: 'this' Capture**

```cpp
struct Foo {
    int a;
    auto getFilter () {
        return [](int x) { return x < a; };
    }
};
```
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8.4.3 FWD

The forced rvalue forwarding (FWD) operator replaces std::forward instances with std::move to force moving from forwarded arguments. Table 8.4 shows the results for this mutation operator.

Motivation (RQ1).

There are often two possible errors in relation to forwarding semantics (which Meyers warns about in his items 24 and 25 [140]): forgetting to use std::forward (and thus passing both lvalues and rvalues on as lvalues) or moving instead of forwarding (and thus passing lvalues on as rvalues to be moved from).

As an example, the following function constructs an object of type T using uniform initialization by forwarding the variadic list of arguments using perfect forwarding:

\[
\text{template\<typename\> T, typenamer黄山, ... Args>} \T \text{ construct}(Args&&...\ args\) \{ \\
\text{ return T[std::forward<Args>(args)...]; }
\]

We then use the following type, chosen because std::string has a destructive move constructor and std::unique_ptr is a move-only type:

\[
\text{struct Widget} \\
\{ \\
\text{ std::string text;} \\
\text{ std::unique_ptr<int> value; }
\};
\]

Then the following code constructs two Widgets with the same text and different values:

\[
\text{std::string text[64, 'a']; // Long enough to disable SSO} \\
\text{auto w1 = construct<Widget>(text, std::make_unique<int>(0));} \\
\text{auto w2 = construct<Widget>(text, std::make_unique<int>(1));}
\]
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Table 8.4: Results of FWD Operator

<table>
<thead>
<tr>
<th>Project</th>
<th>Total</th>
<th>Invalid</th>
<th>Equivalent</th>
<th>Easily Detectable</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-score</td>
<td>71</td>
<td>13</td>
<td>18</td>
<td>9</td>
<td>81.6%</td>
</tr>
<tr>
<td>Corrade</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Json</td>
<td>14</td>
<td>0</td>
<td>14</td>
<td>6</td>
<td>0%</td>
</tr>
<tr>
<td>EntityX</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>termdb</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>C++React</td>
<td>160</td>
<td>0</td>
<td>17</td>
<td>15</td>
<td>98.6%</td>
</tr>
<tr>
<td>Antonie</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Both calls result in `Args` being `[std::string&`, `std::unique_ptr<int>&&]`, which makes `std::forward` correctly forward the first argument as lvalue and the second as rvalue. Forgetting to use `std::forward` results in both arguments being forwarded as lvalues, which fails to compile since `std::unique_ptr` is a move-only type. When forgetting to forward, code will always either compile and default to copying the types, or fail to compile because a move-only type is used. Since for all types, the only visible effect of doing a copy instead of a move is a performance degradation, this would not be a useful operator for testing purposes.

Replacing the `std::forward` with `std::move`, however, does have the potential to change program behavior. With `construct` mutated as in the code sample above, the string `text` will be moved from in the first call, and the second call results in unspecified behavior. In most standard library implementations, w2 will end up with an empty text. Meyers argues that it is easy to confuse rvalue and forwarding references because of their identical syntax, making this a likely fault for developers to make.

A large part of these mutants can be targeted by using forwarding on a non-const lvalue argument, since it cannot bind to an rvalue reference. Another way of testing these is to use a type with a destructive move, and test the state of the original object after passing it into the function as an lvalue.

Analysis (RQ2).

Invalid Mutants: The invalid mutants were comprised of two groups: fixed template argument and non-const lvalue reference callee arguments. The first group forwards to another template function while explicitly stating the template argument as seen in Code Excerpt 8.10. This causes the code to not compile when called with a non-const lvalue. If it is called with const lvalues or rvalue references it will have the same runtime behavior as the original.
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Code Excerpt 8.10: Fixed Template Argument Forwarding

```
template <typename T>
void foo(T&&);

template <typename T>
void bar(T&& t) {
    foo<T>(std::forward<T>(t));
}
```

The second group forwards into a function with fixed arguments, at least one of which is a non-const lvalue reference, as seen in Code Excerpt 8.11 which defines a function that calls another with a prepended integer argument. Because the second argument is a non-const lvalue reference, applying the operator here results in an invalid mutant because it cannot bind to an rvalue reference.

Code Excerpt 8.11: Forwarding into Non-Const Lvalue Reference

```
void foo(int, int&, int);

template <typename ... Args>
void bar(Args&&... args) {
    foo(1, std::forward<Args>(args)...);
}
```

*Equivalent Mutants:* There are three categories of equivalence for this operator. The first is where std::forward gets used within a decltype or noexcept context, where the operator either changes nothing, or makes the code fail to compile. This is why we classify these as detectable equivalent mutants. The second case is where the forwarded argument never gets stored, which makes irrelevant the difference between std::forward, std::move, and passing by reference. The third and final category is where the callees are guaranteed to not take rvalue references or value parameters of movable types. Of these three categories, the first is easily detectable by filtering out mutants within a decltype or noexcept expression. The second would require sophisticated flow analysis which is why we listed them as not easily-detectable. The last category can be detected if it is feasible to find all possible callees and see whether they take any rvalue references or value parameters of movable types. This is only feasible for mutants calling functions that cannot be overloaded by external code, since it is otherwise theoretically possible to introduce a new overload of the called function that takes a parameter of a type with a destructive move, making the mutant non-equivalent. The mutants for which this analysis is possible are listed as detectable in our analysis.
Table 8.5: Results of INI Operator

<table>
<thead>
<tr>
<th>Project</th>
<th>Total</th>
<th>Invalid</th>
<th>Equivalent</th>
<th>Easily Detectable</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-score</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>Corrade</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>Json</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>EntityX</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>termdb</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
<tr>
<td>C++React</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>Antonie</td>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100%</td>
</tr>
</tbody>
</table>

### 8.4.4 INI

The initializer list constructor (INI) operator checks constructor calls of types with an initializer list constructor and changes to/from uniform initialization in order to provoke calling a different constructor. Table 8.5 shows the results for this mutation operator.

#### Code Excerpt 8.12: Original Initializer

```cpp
std::vector<int> v(3, 2);
```

#### Code Excerpt 8.13: Mutated Initializer

```cpp
std::vector<int> v{3, 2};
```

**Motivation (RQ1).**

While initializer list constructors are helpful in defining container contents, they are possible sources of faults as well. For example, when using uniform initialization one needs to pay attention to the correct syntax, since using `{}` instead of `()` by mistake changes the semantics of the expression drastically. A prominent example of this problem is `std::vector` of integer types, which Meyers points out in his 7th item [140]. The non-mutated version in Code Excerpt 8.12 defines a vector of three elements with value 2, whereas the mutated vector in Code Excerpt 8.13 has only two elements: 3 and 2.

**Analysis (RQ2).**

*Invalid Mutants:* This operator has no way of creating invalid mutants by design, because it checks whether or not a different constructor is called when it is applied. This includes checking for narrowing conversions; e.g. when trying to mutate `std::vector<char>(10, 'a');`.
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Equivalent Mutants: There are only a few corner cases for std::vector where this operator results in equivalence (e.g. Code Excerpt 8.14).

In both of these cases, the mutated initializer results in the same vector as the original. Given the number of times this pattern was observed in our data set (20 instances in all projects), it is unlikely that such equivalent mutants are found in any significant number.

8.4.5 Discussion

We have aggregated the number of all generated mutants per kind for each mutation operator in Figure 8.1. The FOR operator generates the highest number of mutants, most of which are either invalid or easily detectable equivalent. Hence, it is possible to filter most of these mutants easily. This is why this mutation operator is promising. The most promising mutation operator is INI, which generated no invalid or equivalent mutants in our data set. However, the low number of mutants generated by this mutation operator
means that it might not be applicable in every case. FWD is the operator that generates the most valid, non-equivalent mutants along with a low number of equivalent and invalid mutants, while LMB generates no invalid mutants at all but has a slightly higher ratio of equivalent mutants that are hard to detect.

Figure 8.2 shows the mutation operator score for each mutation operator. It is clear that all mutation operators are within reasonable boundaries regarding the percentage of generated hard to detect equivalent mutants when compared to other C++ mutation operators (e.g. Delgado-Perez et al. [134]). Overall, we found that these mutation operators have a high mutation operator score, with all of them generating very few equivalent mutants (13.5% or less of the total number of mutants).

One of the noticeable trends among these mutation operators is their tendency to generate lots of mutants in a single project, and few in others. For example, INI generated 18 mutants in Antonie, and 2 in all other projects, while LMB generated 189 mutants in i-score and only 1 in others. Other than the size of the projects, we found that the adoption of the new syntax has not been uniform in all of the projects, i.e. some projects make use of mostly a single new syntactic feature and not all of them.

8.5 CONCLUSIONS AND FUTURE WORK

In this study, we created a set of mutation operators that target the common faults introduced by C++11/14 syntactic features. We collected advice about the new C++11/14 syntax from authoritative sources, and created four new statement-level mutation operators (FOR, LMB, FWD, and INI). For each mutation operator, we discussed the motivation behind its creation and the type of faults they generate. We used Mutation Operator Score as a way to measure the effectiveness of each mutation operator. For this, we selected 7 real-life C++11/14 projects, and counted the number of valid, invalid, easily detectable and hard to detect equivalent mutants generated by each mutation operator for each project. Our results show that all of the introduced mutation operators generate at most 13.5% hard to detect equivalent mutants. The high operator scores indicate that these mutation operators are a useful addition to the mutation operators suggested previously in literature.

Several aspects of this study can be researched further. In particular, the use of our proposed mutation operators alongside traditional and class mutation operators may result in finding multiple redundancies among these mutation operators. In addition, a comparative study similar to Delgado-Perez et al. [136] between these mutation operator sets would provide more insight into the usefulness of each set of operators depending on the context.
Comparing Mutation Coverage Against Branch Coverage in an Industrial Setting

CONTEXT
This chapter targets the third of our three identified problems, the tool problem. In particular, it aims to compare the test quality metric preferred in practice (branch coverage) to theory (mutation coverage). In this chapter, we demonstrated the feasibility of performing mutation testing on complicated industrial software. By adapting LittleDarwin to be used in the continuous integration environment of an industrial company and performing a case study, we showed that it is possible to adapt and use mutation testing in practice, and indeed acquire valuable information about the test suite.
ABSTRACT

The state of the practice in software development is driven by continuous integration: frequent and fully automated tests in order to detect faults immediately upon project build. As the fault detection capability of the test suite becomes so important, modern software development teams continuously monitor the quality of the test suite as well. However, it appears that the state of the practice is reluctant to adopt strong coverage metrics (namely mutation coverage), instead relying on weaker kinds of coverage (namely branch coverage). In this paper, we investigate three reasons that prohibit the adoption of mutation coverage in a continuous integration setting: (1) the difficulty of its integration into the build system, (2) the perception that branch coverage is “good enough”, and (3) the performance overhead during the build. Our investigation is based on a case study involving four open source systems and one industrial system. We demonstrate that mutation coverage reveals additional weaknesses in the test suite compared to branch coverage, and that it is able to do so with an acceptable performance overhead during project build.

9.1 INTRODUCTION

In software testing, developers assess the quality of test suite according to its capability of detecting yet unknown faults. For a faulty statement to be revealed, the program must pass through four stages: (i) the faulty statement must be executed (Reachability), (ii) the faulty statement needs to affect the program state (Infection), (iii) the effect of the faulty statement on program state need to propagate to the program output (Propagation), and the test needs to observe the failure in the program output (Reveal) [143, 144]. Several coverage metrics exist that aim to quantify the quality of a test suite. Among them, mutation coverage is generally acknowledged as the state-of-the-art coverage metric since it checks whether a test covers all four aforementioned stages [23, 24, 120, 145, 146]. Indeed, mutation testing is the process of deliberately injecting faults into a software system, and then verifying whether the tests actually fail. This faulty version of the software is called a mutant. The faults injected by each mutant are modeled after the common mistakes often made by developers, hence mutation testing provides a repeatable and scientific approach to measure the fault detection capability of a test suite [23, 31]. Using the results of mutation testing, it is possible to improve test suite quality or prioritize tests [147, 148, 149, 150]. Comparative studies demonstrated that in terms of fault detection, mutation testing is more effective than several other coverage criteria [24, 26, 151]. If the fault model used for mutation operators is close to reality, mutation testing produces more accurate results than simple coverage metrics [120]. Finally, mutation testing has been shown to subsume statement and branch coverage [152]. This is due to the fact that branch and statement coverage only check for reachability [145].

Despite these promising results, the state-of-the-art is not yet adopted into the state-of-
For instance, Gopinath et al. put forward that mutation testing “is generally not used by real-world developers with any frequency” [29]. Instead, the state-of-the-practice relies on simple coverage metrics such as statement and branch coverage. This is despite their inadequacy for assessing the fault detection capability of a test suite [15, 16]. Among these metrics, branch coverage is commonly used in industry [12]. However, even with 100% of branch coverage there is still the potential for faults to go unnoticed, because branch coverage only checks whether the test code executes each branch and does not assess whether the program state is infected or the fault is propagated to the output [29, 153, 154]. Because of this, such coverage metrics cannot reveal anything regarding the quality of the test oracle.

A possible explanation for the preference towards simple coverage metrics is they are relatively easy and fast to collect. Today, there are plenty of test coverage tools available that instrument the code, execute the tests, and report the parts of the code not covered by the tests (i.e., statements, branches, paths). Also, while the performance overhead of these tools on the overall test execution are not negligible, it can often be tolerated in development environments [155, 156]. Moreover, Gligoric et al. demonstrate that branch coverage—among several coverage criteria—is the best one to predict the mutation coverage of a test suite [74]. From a practitioner’s point of view, branch coverage is a reasonable quality criterion because of the trade-off between time (the performance overhead induced by collecting the measurements) and quality (a “good enough” fault detection capability). This means that the successful adoption of mutation testing in industry requires convincing practitioners that there are tangible and worthwhile differences between the two methods when it comes to analyzing industrial software.

Literature blames the lack of adoption of mutation testing in industry mainly on the performance overhead, leading to the adagium —do fewer, do smarter, and do faster [30]. Examples in that sense are mutant sampling, weak mutation testing, and performing the mutation testing on byte code rather than the source code [23, 31]. However, the performance overhead is only one part of the equation. We argue that there are two other issues when adopting mutation testing in an industrial strength continuous integration setting: (i) the complexity of continuous build environments and (ii) the optimism regarding the added value of mutation testing. We expand on each of those issues below.

(i) First, the research on mutation testing has ignored the novel trend that modern test infrastructure is part of a continuous integration environment. In such a setting, the build steps follow one another in lockstep. In fact, fully automatic test infrastructure is now common place in many companies, e.g. Google performs roughly 800 thousand builds and 150 million test runs in an average day automatically [157]. Integrating additional steps (such as calculating mutation coverage) easily interferes with such automated systems, and requires up-front considerations in the design
(ii) Second, there is little empirical evidence that mutation testing reveals additional weaknesses in industrial strength test suites. Typically, studies that promote mutation testing are based on open source cases with components designed to be open and accessible [25, 26, 74, 76]. The same is not true for the industrial systems, where brown field development is common and legacy code is integrated as black-box components and tested accordingly [158, 159].

We derived these issues from a pilot study, integrating mutation testing in an industrial strength continuous integration setting. In particular, we were asked to explore the advantages and drawbacks of mutation testing in the context of the Segmentation component of the Impax ES medical imaging software used by Agfa HealthCare. The Segmentation component provides imaging algorithms to perform segmentation on 3D modeled volumes. As can be expected from a software system in healthcare, it must adhere to strict safety standards including advanced monitoring of test quality. Yet, the Segmentation component interfaced with some legacy code, hence black-box testing was an inherent part of the testing strategy. Also, the Impax ES system is implemented as a small product-line, hence the Maven build system was configured to resolve dependencies with libraries depending on the product line variant to be built.

In our work, we first explore the feasibility of mutation testing in an industrial project which relies on a continuous integration system (RQ1). Then, we investigate the pros and cons that arise by its adoption. We attempt to verify that compared to branch coverage, mutation testing has the pros of revealing additional weaknesses in the test suite (RQ2), and it has the cons of introducing overhead (RQ3). This leads us to pursue the following research questions:

RQ1: Is it feasible to integrate mutation testing in a continuous integration system?
⇒ To answer this question we follow a proof by construction. We first integrate an existing mutation coverage tool (namely PITest) into the build system (namely Maven) We report the challenges we encountered and the workarounds we performed, all to no avail. Consequently, we adapted and used a mutation testing tool named LittleDarwin specifically designed to integrate well within a continuous integration environment.

RQ2: Does mutation testing reveal additional weaknesses in the test suite compared to branch coverage?
⇒ To answer this question we analyze branch coverage along with the mutation coverage. We investigate parts of the code where these two metrics differ to see whether mutation coverage indeed exposes additional weaknesses. To increase the generalizability of our findings, we perform the same comparison on four open source
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RQ3: Can we reduce the performance overhead induced by mutation testing to an acceptable level?

⇒ To answer this question, we measure the performance overhead induced by a full mutation analysis, injecting 12K mutants for 38K lines of code. We compare this against the performance overhead after mutant sampling (Section 9.2.3), effectively reducing the number of mutants to 34.7%. We verify the results of the full mutation coverage against the sampled mutation coverage to see whether the reduced number of mutants still reveals the weaknesses in the test suite.

The rest of paper is structured as follows. In Section 9.2, we provide some background information on test coverage in general and mutation testing in particular. We describe the main tools used in this study in Section 9.3. We then proceed with a discussion of the case study design, including a description of the cases under investigation as well as a detailed explanation of the setup for the open source and industrial cases in Section 9.4. The results of our case study are then discussed in Section 9.5, followed by a discussion of the threats to the validity of this study in Section 9.6. An overview of related work is presented in Section 9.7. Finally, in Section 9.8, we present our final conclusions.

9.2 BACKGROUND

In this section we present an overview of the background information necessary to understand the rest of the paper. We briefly introduce continuous integration environments and discuss the importance of test suite quality therein (Section 9.2.1), give a brief explanation of code coverage in general and branch coverage in particular (Section 9.2.2), and discuss mutation testing and its related concepts in detail (Section 9.2.3).

9.2.1 Testing in Continuous Integration Environment

Continuous integration is defined as the practice of merging the developed code with a central source code repository as often as possible. The concept of continuous integration was first proposed by Booch as a way to avoid integration problems [160]. This method has been in the center of attention in the past decade since it is the basis for today’s agile development techniques. Continuous integration allows the software to be continuously tested. Simple tasks (e.g. unit tests) can be triggered upon each commit; whereas, the time-consuming tasks (e.g. integration test) can be postponed to the nightly build. Providing continuous feedback, the continuous integration environment takes care that the code-base remains stable during development, and reduces the risk of arriving in integration hell (the point in production when members on a delivery team integrate their individual code) [161].
CHAPTER 9. COMPARING MUTATION COVERAGE AGAINST BRANCH COVERAGE IN AN INDUSTRIAL SETTING

The introduction of agile development techniques has resulted in an increased interest in the fault detection capability of the test suite. This is typically monitored by means of code coverage metrics. In this context, a weakness in a test suite is a lack of capacity of a test suite to detect faults in a particular part of software, either by a lack of tests to cover that part, or incomplete testing of the covered part.

9.2.2 Code Coverage Metrics

Code coverage is defined as the proportion of code that is tested by the test suite. There are several ways to calculate code coverage. The most often used metrics in industry are statement coverage and branch coverage [29]. Statement coverage is the number of statements in the program that are executed at least once by the test suite divided by the total number of statements. Similarly, branch coverage is the number of branches executed at least once by the test suite divided by the total number of branches (Equation 9.1). Branch coverage subsumes statement coverage, because if all branches are examined, all statements contained in the branches are examined in the process [45, 162]. Branch coverage is often used in popular industrial tools to evaluate the quality of a test suite. More specifically, a high value of branch coverage is assumed to imply a “good enough” test suite [99].

\[
\text{Branch Coverage} = \frac{\text{Number of branches executed at least once}}{\text{Number of all branches}} \tag{9.1}
\]

A test suite that achieves 100% coverage according to a certain coverage criterion is called an adequate test suite. For example, a test suite is branch-adequate when its branch coverage is 100%. However, it is known that statement-adequate or branch-adequate test suites are ineffective for assessing the fault detection capability of a test suite [15, 16, 76, 163]. An alternative test coverage metric that is used mostly in safety-critical context is decision coverage, namely the proportion of decision points triggered by tests. The avionics standard RTCA/DO-178C and the automotive standard ISO26262 enforce complete modified condition/decision coverage (MC/DC) [13, 14]. Writing tests that achieve complete MC/DC is very difficult, and needs a high level of expertise in the system under test [164]. Yet, even 100% MC/DC does not guarantee the absence of faults [165, 166].

9.2.3 Mutation Testing

Mutation testing is the process of injecting faults into a software system and then verifying whether the test suite indeed fails (i.e. detects the injected fault). The idea of mutation testing was first mentioned in a class paper by Lipton (as reported by Offutt et
9.2. BACKGROUND

al. in [30]), and later developed by DeMillo, Lipton and Sayward [38]. The first implementation of a mutation testing tool was done by Timothy Budd in 1980 [39].

Mutation testing induces the following steps on the test process. It starts with a green test suite — a test suite in which all the tests pass. First, a faulty version of the software is created by introducing faults into the system (Mutation). This is done by applying a known transformation (Mutation Operator) on a certain part of the code. After generating the faulty version of the software (Mutant), it is passed on to the test suite. If there is an error or failure during the execution of the test suite the mutant is marked as killed (Killed Mutant). If all tests pass, it means that the test suite could not catch the fault and the mutant has survived (Survived Mutant).

Invalid Mutants.

In the process of generation of mutants, sometimes a mutant is not compilable. Such mutants are called invalid mutants. Given the fact that typical mutation testing tools do not attempt to compile the code entirely, it is possible that mutants are created that adhere to the syntax of a language, but cannot be compiled. For example, in case of concatenation of two string variables using “+” operator, changing this operator to “-” leads to generation of an invalid mutant. While most invalid mutants can be avoided at mutant generation time, some are difficult to filter out without having the facilities of a compiler.

Equivalent Mutants.

If the output of a mutant for all possible inputs is the same as the original program, it is called an equivalent mutant. It is not possible to create a test case that passes for the original program and fails for an equivalent mutant, because the equivalent mutant has the same semantics as the original program. This makes the creation of equivalent mutants undesirable, since the time that the developer wastes on an equivalent mutant does not result in the improvement of the test suite. Equivalent mutants have a significant impact on the accuracy of the mutation coverage [40]. Unfortunately, equivalent mutants are not easy to detect because they depend on the context of the program itself [41]. For example, in Figure 9.1, replacing ++ in proc1 changes the output for any input other than 0, while the same mutant in proc2 does not. Indeed, the preceding line $i++$ ensures that the condition $i > 0$ is always met for $i \geq 1$. The mutant can be killed in proc1, because $i = 0$, however in proc2 the mutant is undetectable by any test because of $i = 2$.

As for filtering the equivalent mutants, there are no tools available that automatically detect and remove all equivalent mutants. In general, detection of equivalent mutants is an undecidable problem [42]. Manual inspection of all mutants is the only way of filtering all equivalent mutants, which is impractical due to the amount of work it needs. There-
before, the common practice within today’s state-of-the-art is to take precautions to remove as many equivalent mutants as possible (e.g. using Trivial Compiler Equivalence [43]), and accept equivalent mutants as a threat to validity.

**Mutation Coverage.**

Mutation testing allows software engineers to monitor the fault detection capability of a test suite by means of *Mutation Coverage* (see Equation 9.2). A test suite is said to achieve *full mutation test adequacy* whenever it can kill all of the non-equivalent mutants, thus reaches a mutation coverage of 100%. Such test suites are called *mutation-adequate test suites*.

\[
\text{Mutation Coverage} = \frac{\text{Number of killed mutants}}{\text{Number of all non-equivalent mutants}} \tag{9.2}
\]

Mutation coverage is often declared as a *stopping criterion* for writing (unit) tests — the next level of testing can only start when mutation coverage exceeds a given threshold [44, 45]. This is especially useful when tests are generated automatically [46, 47].
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Mutation Operators.

A mutation operator is a known transformation which creates a faulty version by introducing a single change. The first set of the mutation operators designed were reported in King et al. [48]. These operators which work on very basic entities were introduced in the tool Mothra which was designed to mutate FORTRAN77 programming language. In 1996, Offutt et al. determined that a selection of few mutation operators are enough to produce similarly capable test suites with a four-fold reduction of the number of mutants [49]. This reduced set of operators shown in Table 9.1 remained more or less intact in all subsequent research papers.

Table 9.1: Reduced-set mutation operators (adapted from [1] ©ACM 2006)

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR</td>
<td>Arithmetic Operator Replacement</td>
</tr>
<tr>
<td>AOD</td>
<td>Arithmetic Operator Deletion</td>
</tr>
<tr>
<td>AOI</td>
<td>Arithmetic Operator Insertion</td>
</tr>
<tr>
<td>ROR</td>
<td>Relational Operator Replacement</td>
</tr>
<tr>
<td>COR</td>
<td>Conditional Operator Replacement</td>
</tr>
<tr>
<td>COD</td>
<td>Conditional Operator Deletion</td>
</tr>
<tr>
<td>COI</td>
<td>Conditional Operator Insertion</td>
</tr>
<tr>
<td>SOR</td>
<td>Shift Operator Replacement</td>
</tr>
<tr>
<td>LOR</td>
<td>Logical Operator Replacement</td>
</tr>
<tr>
<td>LOD</td>
<td>Logical Operator Deletion</td>
</tr>
<tr>
<td>LOI</td>
<td>Logical Operator Insertion</td>
</tr>
<tr>
<td>ASR</td>
<td>Assignment Operator Replacement</td>
</tr>
</tbody>
</table>

With the popularity of the object-oriented programming paradigm, there was a need to design new mutation operators to simulate the faults that occur in this kind of programs. Several studies proposed new mutation operators [50, 51], and some of them were designed to prove the usefulness of object-oriented operators [52, 53]. Ahmed et al. did a complete survey on this subject [54].

During the past decade, the academic focus was on creating new mutation operators for special purposes such as targeting certain security problems [55, 56] or language specific mutation operators [36, 37, 57, 58, 59]. These mutation operators, even though important in their own context, do not relegate into the general concept of mutation testing. The traditional mutation operators are by far the most often implemented [23]. One reason for this is that using more mutation operators produces more mutants; which makes the procedure longer to finish, and as a result, less practical. The reduced set of operators mentioned in Table 9.1 provides a smaller set which produces results with enough detail for any practical purpose, even though the confidence in such results are slightly less than those retrieved by using additional mutation operators.
Mutant Sampling.

To make mutation testing practically applicable, it is important to reduce the time needed — do fewer, do smarter, and do faster [30]. “Do fewer” is achieved by mutant sampling: randomly selecting a sample set of mutants instead of processing all of them. This idea was first proposed by Acree [60] and Budd [39] in their PhD theses. Since then, there were many studies confirming the effectiveness of this approach: the performance gain is significant yet reveals the same weaknesses [48, 61, 62, 63]. The random mutant selection can be performed uniformly, meaning that each mutant has the same chance of being selected. Otherwise, the random mutant selection can be enhanced by using heuristics based on the source code.

The percentage of mutants that are selected determines the sampling rate for random mutant selection. Using a fixed sampling rate is common in literature [63, 64, 65]. However, it is possible to use a weight factor to optimize the sampling rate according to various parameters such as the number of mutants per class. This is called weighted mutant sampling [33]. It is also possible to determine the sampling rate dynamically while performing mutation testing. A method resembling the latter was proposed by Sahinoglu and Spafford to randomly select the mutants until the sample size becomes statistically appropriate [66]. They concluded that their model achieves better results due to its self-adjusting nature [31].

There is one other factor besides the sampling rate that needs to be considered when sampling; the total amount of time that is practically viable. Unfortunately, in the current literature we did not find any concrete targets. Therefore, we set our own target based on a hypothetical scenario of an agile team running the whole mutation testing once every week during the weekend. In this scenario, the team works from Monday at 8am till Friday at 6pm, which leaves the whole weekend (thus 62 hours) to perform the analysis.

9.3 TOOLS USED IN THIS STUDY

In this section we present the test coverage tools used to investigate the trade-offs between branch coverage and mutation coverage in an industrial setting. These tools are JaCoCo, a tool to compute statement and branch coverage for Java software systems (Section 9.3.1); PITest a state-of-the-art mutation testing tool designed for easy integration with current test and build tools (Section 9.3.2) and LittleDarwin, the tool we adapted and used to perform mutation testing on Java software systems with complicated build systems (Section 9.3.3).
9.3. TOOLS USED IN THIS STUDY

9.3.1 JaCoCo

JaCoCo [http://www.eclemma.org/jacoco] is a lightweight, flexible, and well documented tool to provide statement and branch coverage for Java programs. JaCoCo is compatible with most Java build systems, hence is easily deployable in a continuous integration environment. JaCoCo is the de facto standard for measuring test coverage for Java projects, and is used as baseline in research concerning test coverage (e.g. [167, 168, 169, 170]). JaCoCo uses a set of different probes to calculate coverage metrics. All these probes are instrumented into Java class files which are Java byte code instructions and debug information optionally embedded therein. Consequently, JaCoCo uses dynamic analysis to compute coverage over byte code which allows it to work even without the source code available. The link to source files are then generated using the debug information that accompanies Java byte code.

However, byte code instrumentation has known disadvantages [167, 171]: By performing a study on JaCoCo, Tengeri et al. identify 6 reasons why using byte code instrumentation in Java language might not be as accurate as source code instrumentation [171]. In particular, (i) the act of instrumentation itself can affect the behavior of the tests, (ii) cross-coverage among submodules is not taken into account, (iii) untested submodules are excluded from the analysis, (iv) method signatures are different in byte code and source code for methods that contain compiler-injected parameters, (v) exceptions leading to interruption of the control flow result in loss of information, and (vi) generated code produces obstacles in collecting coverage information. Consequently, the results from JaCoCo—especially when statements or branches are reported as not being covered by a test—need to be double-checked for accuracy.

JaCoCo is used throughout this study to compute branch coverage for industrial and open source cases.

9.3.2 PITest

PITest [http://pitest.org/] is a state-of-the-art mutation testing system for Java, designed to be fast and scalable. PITest seamlessly integrates with today’s test and build tools (i.e. Ant, Gradle and Maven). PITest is the de facto standard for mutation testing within Java, and it is used as baseline in research concerning mutation testing (e.g. [76, 77, 172, 173, 174]).

PITest has a wide range of mutation operators. The default setting is practically a subset of the reduced-set of mutation operators (Table 9.2), however because they are applied to byte code, they are grouped and named differently. There are several other mutation operators that can be enabled as well. PITest comes with a lot of internal optimizations.
to tackle the “do faster” part of the maxim: do fewer, do smarter, and do faster [30]. Most importantly, mutations are performed at the level of byte code to avoid recompilation. However, byte code level mutation presents other obstacles to overcome. For example, PITest needs to find and execute tests by itself for each mutant, which causes incompatibility with complicated build structures. This is more apparent when test code is located in separate packages, and therefore, not easily discoverable by PITest. In addition, PITest incorporates some heuristics to choose which tests to run, which implies that the accuracy of these heuristics affects the results of PITest as well. In particular, PITest uses the same mechanism as JaCoCo to determine statement coverage, and skip the evaluation of mutants in uncovered statements. This, in turn, raises similar issues as described in Section 9.3.1.

PITest is used in this study in an attempt to demonstrate the feasibility of mutation testing in an industrial environment (RQ1).

Table 9.2: PITest mutation operators at the time of this study

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBM</td>
<td>Mutates the boundary conditions</td>
<td>$a &gt; b$</td>
</tr>
<tr>
<td>IM</td>
<td>Mutates increment operators</td>
<td>$a + +$</td>
</tr>
<tr>
<td>INM</td>
<td>Inverts negation operator</td>
<td>$-a$</td>
</tr>
<tr>
<td>MM</td>
<td>Mutates arithmetic &amp; logical operators</td>
<td>$a &amp; b$</td>
</tr>
<tr>
<td>NCM</td>
<td>Negates a conditional operator</td>
<td>$a == b$</td>
</tr>
<tr>
<td>RVM</td>
<td>Mutates the return value of a function</td>
<td>return true;</td>
</tr>
<tr>
<td>VMCM</td>
<td>Removes a void method call</td>
<td>voidCall(x);</td>
</tr>
</tbody>
</table>

9.3.3 LittleDarwin

LittleDarwin [http://littledarwin.parsai.net/] is a mutation testing tool created by Ali Parsai (first author of this paper) to provide mutation testing within a continuous integration environment. It is designed to have a loose coupling with the test infrastructure, instead relying on the build system to run the test suite. LittleDarwin imposes two restrictions only: (a) the build system must be able to run the test suite; (b) the build system must return non-zero if any tests fail, and zero if it succeeds. For a detailed description of LittleDarwin, please refer to Parsai et al. [32].

For the purposes of this study, there are 9 mutation operators implemented in LittleDarwin listed Table 9.3. These operators are a subset of the reduced-set of mutation operators (Table 9.1), and similar to the default setting of PITest, but differently grouped and named. Since the number of mutation operators of LittleDarwin is limited, it is possible that no mutants are generated for a class. In practice, we observed that usually
only very small compilation units (e.g. interfaces, and abstract classes) are subject to this condition.

Table 9.3: LittleDarwin mutation operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR-B</td>
<td>Replaces a binary arithmetic operator</td>
<td>$a + b$ $\rightarrow$ $a - b$</td>
</tr>
<tr>
<td>AOR-S</td>
<td>Replaces a shortcut arithmetic operator</td>
<td>$++a$ $\rightarrow$ $--a$</td>
</tr>
<tr>
<td>AOR-U</td>
<td>Replaces a unary arithmetic operator</td>
<td>$-a$ $\rightarrow$ $+a$</td>
</tr>
<tr>
<td>LOR</td>
<td>Replaces a logical operator</td>
<td>$a &amp; b$ $\rightarrow$ $a</td>
</tr>
<tr>
<td>SOR</td>
<td>Replaces a shift operator</td>
<td>$a &gt;&gt;&gt; b$ $\rightarrow$ $a &lt;&lt;&lt; b$</td>
</tr>
<tr>
<td>ROR</td>
<td>Replaces a relational operator</td>
<td>$a &gt;= b$ $\rightarrow$ $a &lt; b$</td>
</tr>
<tr>
<td>COR</td>
<td>Replaces a binary conditional operator</td>
<td>$a &amp;&amp; b$ $\rightarrow$ $a</td>
</tr>
<tr>
<td>COD</td>
<td>Removes a unary conditional operator</td>
<td>$!a$ $\rightarrow$ $a$</td>
</tr>
<tr>
<td>SAOR</td>
<td>Replaces a shortcut assignment operator</td>
<td>$a *= b$ $\rightarrow$ $a /= b$</td>
</tr>
</tbody>
</table>

For the moment, LittleDarwin is not optimized for speed. For each mutant injected, LittleDarwin demands a complete rebuild and test cycle on the build system. This easily leads to several hours of analysis time. Currently the only way to speed-up LittleDarwin is to use mutant sampling, which is covered under RQ3.

LittleDarwin is used throughout this study to compute mutation coverage for industrial and open source cases.

9.4 CASE STUDY DESIGN

In this section, we explain the details about the setup of our case study. We start describing the industrial case (Section 9.4.1) and open source cases (Section 9.4.2). Then, we report the setup of the tools (in Section 9.4.3). Finally, we provide an overview of the comparison criteria (in Section 9.4.4).

9.4.1 Industrial Case

There are three main components which create the core of Impax ES Clinical Applications. One of these three components is the Segmentation component. The main use of this component is to provide imaging algorithms to segment 3D volumes. This component is average in size compared to the other components of the system, and it includes a test suite which was under active development at the time of the case study. The component is entirely written in Java. The team is geographically dispersed across four cities around the globe, thus making coordination a critical part of the software development. This also increases the importance of the test suite during build, because faults discovered downstream require long distance communication over different timezones. The
team uses the SCRUM model of development, by holding a weekly sprint meeting to co-
ordinate their efforts [175]. They use a typical continuous integration with separate build
servers and source code repository servers, centered around Maven. The build configura-
tion includes several plugins to compute code coverage, generate reports, and obfuscate
the target classes.

The Impax ES system is released in two main variants (production or prototype).
There are a few minor variants as well, depending on the target hardware platform the
system is deployed upon. Therefore, the Maven build system was configured to resolve
dependencies with libraries depending on the product line variant to be built. The system
architecture itself relies on the OSGI (Open Service Gateway Initiative) dynamic compo-
nent model, to load and unload components dynamically without rebooting the system.
The extensive use of (dynamic) OSGI headers implies a complicated build process where
the Maven plug-in Tycho [https://eclipse.org/tycho/] is used to fetch dependencies,
compile source files, and run the test suite.

The Segmentation component itself is divided into 6 subcomponents as shown in Fig-

![Figure 9.2: Agfa HealthCare Segmentation build components](image)
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The main code is located in `com.agfa.hap.segmentation` while the test suite code, some resources used by unit tests and a feature manifest for eclipse are located in the `com.agfa.hap.segmentation.{utest, test, feature}` subcomponents respectively. The other two subcomponents provide early prototype features and their unit tests which should be excluded from the final build. Each subcomponent has a separate `pom.xml` file and can be built on its own. There is also a parent `pom.xml` file which selects and builds these subcomponents based on the profile of the product-line variant to be built (production or prototype).

For our case study, we focus on unit test suite of Segmentation component, and we do not include the acceptance tests. Removing the acceptance tests decreases the total time for compilation and testing of the Segmentation component from a few hours to less than a minute in each build.

9.4.2 Cases Under Investigation

To increase the generalizability of our findings we analyzed four open source systems for addressing RQ2. The descriptive statistics of all cases under investigation (the industrial one + the four open source ones) are reported in Table 9.4. Because the non-disclosure agreement does not allow us to reveal too many details, we only list approximate statistics for the industrial case.

<table>
<thead>
<tr>
<th>Case</th>
<th>URL</th>
<th>Version</th>
<th>Size (LoC)</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Industrial Case</strong> (The numbers are approximated for confidentiality reasons.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Open Source Cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joda Time</td>
<td><a href="http://www.joda.org/joda-time/">http://www.joda.org/joda-time/</a></td>
<td>2.8</td>
<td>28479 54645</td>
<td>1.92</td>
</tr>
<tr>
<td>Apache Commons Codec</td>
<td><a href="http://commons.apache.org/proper/commons-codec/">http://commons.apache.org/proper/commons-codec/</a></td>
<td>1.7</td>
<td>5773 9917</td>
<td>1.72</td>
</tr>
<tr>
<td>jOpt Simple</td>
<td><a href="http://pholser.github.io/jopt-simple/">http://pholser.github.io/jopt-simple/</a></td>
<td>5.0</td>
<td>1958 6072</td>
<td>3.10</td>
</tr>
<tr>
<td>AddThis Codec</td>
<td><a href="http://github.com/addthis/codec">http://github.com/addthis/codec</a></td>
<td>3.2.1</td>
<td>3614 1318</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Table 9.4: Descriptive statistics for cases under investigation
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9.4.3 Tool Setup

JaCoCo was already in use as part of the Maven build configuration in the industrial case and some of the open source cases, therefore we used JaCoCo to calculate the branch coverage for the rest as well. For this case, JaCoCo was being used with its default parameters. PITest was run using the default suite of mutation operators, and it was run in parallel mode, which detects the number of available CPU cores and uses all of them for the analysis. Finally, LittleDarwin was run with two sets of commands: the first to compile the mutated source code and install the final result into the local Maven repository; the second to execute the test suite on the compiled version. This was necessary because the production code and the test code have separate build systems.

To make the performance comparison (RQ3) valid, we ran the analysis of all open source cases on the same machine, operating system, and python interpreter. However, since the industrial case was analyzed 5 months prior to the open source cases on premise, the analysis was done on different hardware and operating system, hence the absolute numbers of the execution times cannot be compared. For the industrial case, the machine used has two Intel Xeon 2.80 GHz processors with 16 GB (4x4 GB) of DDR3-1333 memory running Windows 7 Enterprise Edition. Since LittleDarwin only uses a single thread to perform its analysis, there are no gains from the multi-core architecture of the hardware it runs on. The open source cases were analyzed on a custom made PC with AMD 1090T 3.2 GHz processor and 8 GB (2x4 GB) memory running Linux Mint 17. The execution time for a build is extracted from the output of the build system (which was Maven in all our cases). The execution time for JaCoCo was extracted in the same manner, since JaCoCo acts as a Maven plugin. The execution time for LittleDarwin was calculated by aggregating the time spent generating the mutants and the time spent for gathering the results of the execution of the tests for all mutants.

9.4.4 Comparison Criteria

In this paper we analyze branch and mutation coverage from a conceptual point of view. For both metrics, a higher value is assumed to suggest a good test suite quality to the developer. While branch coverage is widely used in industry, mutation coverage is known to be a better indication of fault detection capability of a test suite. For this reason, we are interested to explore the situation where branch and mutation coverage present different values.

Considering $m$ as mutation coverage percentage, $b$ as the branch coverage percentage, and $t$ as a threshold, we define 5 categories (Table 9.5). Note that we consider coverage at class level, hence the unit of analysis is a class.
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Table 9.5: Categorization of differences between branch and mutation coverage

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SimCov</td>
<td>(</td>
<td></td>
</tr>
<tr>
<td>LoB-HiM</td>
<td>(m - b &gt; t \land m, b &gt; 0)</td>
<td></td>
</tr>
<tr>
<td>HiB-LoM</td>
<td>(b - m &gt; t \land m, b &gt; 0)</td>
<td>(false confidence regarding the fault detection capability of the test suite)</td>
</tr>
<tr>
<td>NoB</td>
<td>(m &gt; 0 \land b = 0)</td>
<td>No Branch coverage</td>
</tr>
<tr>
<td>NoM</td>
<td>(b &gt; 0 \land m = 0)</td>
<td>No Mutation coverage</td>
</tr>
</tbody>
</table>

- The Category SimCov corresponds to the category in which the difference between \(m\) and \(b\) is less than a given threshold (\(t\%\)). For these classes mutation coverage does not provide extra information with respect to branch coverage.
- For the category LoB-HiM the mutation coverage is larger than the branch coverage. There mutation testing provides extra confidence concerning the test suite; despite the low branch coverage the test suite has a high fault detection capability. This category represents those classes where branch coverage is “good enough”.
- In contrast, the category HiB-LoM marks classes where the mutation coverage is smaller than the branch coverage. This is the most interesting category for our investigation. Indeed, mutation testing reveals weaknesses in the test suite, namely where test suite lacks of detectability of a potential fault (Section 9.2.1). From another point view, this category shows where high branch coverage gives a sense of false confidence regarding the fault detection capability of the test suite.
- Finally, the categories NoB and NoM mark the special cases where the corresponding coverage metric is zero. If both the branch and mutation coverage are zero, it most likely corresponds to a class which is never tested. However, for NoB, this may also be due to anomalies in the byte code level instrumentation of JaCoCo (see Section 9.3.1). When NoM is zero this is most likely caused by lack of mutable statements in the code (see Section 9.3.3).

The value of \(t\) determines the threshold that the two coverage scores are considered close enough so that the difference between them does not make any practical difference. For example, for a threshold of 10%, if for a particular class the branch coverage is 55% and mutation coverage is 63%, having either of these scores does not change the perceived test quality of that class, and the coverage can be interpreted as “around 60%”. Therefore, by adjusting \(t\), we can model the sensitivity of developers to the coverage score. This threshold does not have any effect on the number of classes in Categories NoB and NoM, and only changes the number of classes in Categories SimCov, LoB-HiM and HiB-LoM. To determine \(t\) we examine the results of both metrics, and choose the minimum value of \(t\) where neighboring \(t\) values would not change the number of classes in each category. This way, the threshold is selected based on the specifics of each case, minimizing the
analysis bias. For our investigation, we tried all ordinal values of $t$ between 1 and 25 and ultimately derived $t = 11$ and $t = 7$ respectively for the industrial and the open source cases. The result of this derivation for the industrial case is shown in Figure 9.3. The number of classes in different categories remain fairly constant after $t = 11$, hence is chosen as the threshold.

Another way to compare mutation and branch coverage is to compute the correlation of these two metrics. Specifically, we analyze whether the order of a set of classes by one metric can predict the order by another set using Kendall’s $\tau_b$ coefficient as described in statistic handbooks [103, 104]. This has been used previously in a similar study by Gligoric et al. where they argue that this coefficient is more appropriate than a linear correlation coefficient because it does not assume a linear correlation between the metrics [74].

9.5 RESULTS AND DISCUSSION

In this section, we discuss the results of our study. For each research question, we briefly describe our motivation, then our approach, and conclude with our observations.
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9.5.0 RQ1. Is It Feasible to Integrate Mutation Testing in A Continuous Integration System?

**Motivation.** Mutation testing adds the following steps to the build process: (a) inject a mutant into the software system, (b) build the mutated system, (c) execute the test suite, (d) record the results, (e) restore the system to its original state, and (f) repeat the procedure until there is no more mutants. These steps easily interfere with other parts of the build process (i.e. selection of product line variants, dependency resolution, and dynamic component loading), hence the reason to address the feasibility issue.

**Approach.** To answer this question we follow a proof by construction. We integrate a state-of-the-art mutation coverage tool (namely PITest) into the build environment of the industrial case (namely Maven). The industrial case is representative for many other industrial systems: it has legacy components (where unit tests are missing), it has two major variants (incorporated in a product-line architecture), and has a complicated build structure (where components are dynamically loaded into the build environment by means of OSGI). We report the challenges we encountered and the workarounds we performed, all to no avail. Consequently, we adapted and used a mutation testing tool named LittleDarwin specifically designed to integrate well within a continuous integration environment.

**Findings.** We considered a series of tools during our feasibility study: PITest, Cheshire, and MuUnit. PITest is a widely-used mutation testing tool aimed at industrial projects; Cheshire is a tool to convert OSGI interfaces and MuUnit is a mutation testing tool designed to perform its analysis on OSGI projects. The challenges we faced performing the proof by construction are summarized as follows:

- **OSGi.** As explained in Section 9.4.1, the industrial case heavily relies on the OSGI (Open Service Gateway Initiative) dynamic component model for dynamic loading and unloading of components. We first considered to refactor the system and remove the OSGI headers. However, we learned that these OSGI headers are deeply embedded in all of the source code. Removing the OSGI headers would alter the code beyond recognition hence was not an option.

- **PITest.** PITest does not refer to OSGI in its documentation, nor did we find any other information sources. We tried it out ourselves, and quickly discovered that PITest could not run the OSGI-dependent code by itself, and the Tycho plug-in for Maven was incompatible as well. We posted a few questions in the PITest forums and there it was confirmed that OSGI could cause problems (see https://groups.google.com/d/topic/pitusers/IH21Q4jJaco/discussion). In particular, there were two blocking issues that we encountered during our attempt. First,
PIIstTest cannot handle a test suite in a completely separated package, loaded dynamically via OSGI and/or Tycho. Second (and related to the first issue), the PIIstTest test selection heuristics deciding which tests should be run first (see Section 9.3.2) could not find the tests due to dynamic loading of components.

- **Cheshire.** [http://github.com/AlFranzis/cheshire] As the next option, we explored the possibility to automatically convert the project into a non-OSGI one during the build. Cheshire is a prototype tool that provides an interface for OSGI-compliant software to resolve and retrieve dependencies during compile time. After e-mail communication with the developer of Cheshire, it was clear that many extra recipes should be written for the various kinds of dependencies used within the industrial case. According to the developer’s estimation, it would take weeks for someone not familiar with the details of the component. Even then, the lack of previous experience with a combination of PIIstTest and Cheshire made the final result unpredictable. Therefore, this solution was dismissed.

- **MuUnit.** [https://code.google.com/p/muunit] Finally, we tried to incorporate an OSGI-compliant tool to perform the mutation testing. The only prototype suitable for this task was MuUnit [176]. After a quick try-out it became clear that at the time of our analysis (which was September 2014) MuUnit was an early prototype able to run its analysis on simple projects only. Since then, there has been no development on this project, and as it stands, it can be considered an abandoned project. For this reason, this solution was dismissed.

- **Others.** We considered two other options, Jumble [http://jumble.sourceforge.net/] and Javalanche [http://www.st.cs.uni-saarland.de/mutation/]. A cursory analysis of these tools and their documentation revealed that the OSGI components would cause similar problems as we had with PIIstTest, hence these options were dismissed as well.

**Lessons Learned.** This feasibility study demonstrated that—contrary to common wisdom—it is not that easy to integrate mutation testing into a complicated build process. This is caused by the interference between the mutation testing (deeply coupled with the test infrastructure in order to speed up the process) and the product line configuration (with dynamic loading of test components). As often within software engineering, it is an accidental problem not an essential one [177]. Indeed, if the development team of the tools under investigation would choose to do so, they could probably engineer a solution. Yet, at the time of analysis the OSGI headers were too deeply embedded in the case under investigation to be handled by the tools available.

Due to aforementioned problems, Ali Parsai (the first author of the paper) developed and adapted a proof-of-concept tool called LittleDarwin, described in Section 9.3. Lit-
LittleDarwin is explicitly designed to be loosely coupled to the test infrastructure, completely relying on the build system to run the tests. However, in doing so LittleDarwin forsakes the speed-up enabled by deep analysis of the test infrastructure and fast mutation injection via byte-code manipulation. We successfully applied LittleDarwin to perform the mutation testing on Segmentation. The problems we encountered using other tools were alleviated by the fact that LittleDarwin itself does not run the tests, but rather, the build system does. Therefore, the build system fetches the OSGI dependencies, and creates and configures the test harness. By using LittleDarwin to analyze Segmentation successfully, we demonstrated the feasibility of mutation testing within an industrial continuous integration environment.

**RQ1 Summary**

Due to the accidental complexity, byte-level mutation tools such as PITest cannot easily be integrated into a complicated build process. Yet, if one decouples the mutation tool from the test infrastructure (thus relies on the build system to execute the tests) it is feasible to integrate mutation testing in a continuous integration setting. However, one does so at the expense of performance, i.e. mutation testing cannot be done as smartly and efficiently as the tightly coupled counterpart.

**RQ2. Does Mutation Testing Reveal Additional Weaknesses in the Test Suite Compared to Branch Coverage?**

**Motivation.** On the one hand, mutation testing has been demonstrated to subsume branch coverage [26, 152]. On the other hand, Gligoric et al. reports that among several coverage criteria, branch coverage is the best one to predict the mutation coverage of a test suite [74]. In this context, analyzing them together helps to determine whether or not mutation testing is capable of highlighting where branch coverage offers false confidence on the quality of the test suite.

**Approach.** Just as with RQ1, the unit of analysis is a class. We collect branch coverage via JaCoCo and mutation coverage via LittleDarwin for one industrial system and four open source systems listed in Table 9.4. For each class in the systems under study, we analyze the branch and mutation coverage, classifying them in the five categories shown in Table 9.5. By focusing on code sections characterized by the difference between branch coverage and mutation coverage, we show how mutation coverage exposes additional weaknesses. The similarity threshold we derived was $t = 11$ for the industrial case and $t = 7$ for the open source cases. We also calculate the Kendall correlation coefficient ($\tau_b$) and the p-value.
Findings for the Industrial Case. The industrial case has 212 classes. During the analysis, 4,955 of the 12,825 generated mutants were killed by the test suite, resulting in 38.6% overall mutation coverage. Figure 9.4 shows the mutation coverage and branch coverage for each class. First of all, a large number of classes (48%) have zero branch coverage and mutation coverage, illustrating the inadequacy of the test suite. This is true considering that we focus on the unit tests only; indeed, there was a suite of acceptance tests which did exercise most of the code but takes hours to execute. Secondly, there are several classes where the branch coverage and mutation coverage vary by a large margin.

The same data, organized according to the classification described in Section 9.4.4, is reported in Table 9.6. The table lists the number of classes for each of the five categories, as well as Kendall correlation coefficient ($\tau_b$) and the p-value. First of all, we see that for 102 out of 212 classes (thus less than half) the branch and mutation coverage are the same for all practical purposes. For these classes, mutation testing does not provide additional value. Secondly, there are 8 classes in the category LoB-HiM, where the mutation coverage is larger than the branch coverage. Given the fact that LittleDarwin includes ROR mutation operator, at first sight it is expected that wherever there is mutation coverage, it should guarantee branch coverage. However, with deeper analysis we found this not to be true because there are lots of multi-branched methods that include many arithmetic operations only in a few of branches. The tests often target only these branches due to their
Table 9.6: Comparing branch coverage (JaCoCo) versus mutation coverage (LittleDarwin) on cases under study

<table>
<thead>
<tr>
<th>Case</th>
<th>Category</th>
<th>SimCov</th>
<th>LoB-HiM</th>
<th>HiB-LoM</th>
<th>NoB</th>
<th>NoM</th>
<th>Correlation</th>
<th>Kendall $\tau_b$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial Case</td>
<td>Segmentation</td>
<td>102</td>
<td>8</td>
<td>8</td>
<td>90</td>
<td>4</td>
<td>0.25</td>
<td>8.951 x 10^{-6}</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Open Source Cases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joda Time</td>
<td></td>
<td>43</td>
<td>18</td>
<td>12</td>
<td>0</td>
<td>70</td>
<td>0.11</td>
<td>1.132 x 10^{-1}</td>
<td></td>
</tr>
<tr>
<td>Apache Commons Codec</td>
<td></td>
<td>27</td>
<td>3</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0.31</td>
<td>1.755 x 10^{-2}</td>
<td></td>
</tr>
<tr>
<td>jOpt Simple</td>
<td></td>
<td>30</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.71</td>
<td>2.863 x 10^{-6}</td>
<td></td>
</tr>
<tr>
<td>AddThis Codec</td>
<td></td>
<td>9</td>
<td>9</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0.53</td>
<td>2.146 x 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>211</td>
<td>40</td>
<td>36</td>
<td>90</td>
<td>75</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

perceived importance, and due to the large number of arithmetic mutants generated for these branches, there is an abnormal inflation of mutation coverage. Here, mutation testing provides extra confidence concerning the test suite; despite the low branch coverage, the test suite has a high coverage over fault-prone areas of the code. For these classes, mutation testing provides additional value. Most interestingly, there are 8 classes in the category HiB-LoM, where the mutation coverage is smaller than the branch coverage. There the mutation testing reveals weaknesses in the test suite; the high branch coverage gives a sense of false confidence regarding the test suite, even though the mutation coverage shows that some covered branches are indeed not adequately tested.

The most extreme case in this respect is the class *Discrete3DContour*, which has 88% branch coverage yet only 41% mutation coverage. For this class additional tests are needed, since the current tests cannot reveal injected faults. Most surprisingly (also apparent in Figure 9.4), there are 90 classes with zero branch coverage, yet some mutation coverage (Category NoB). One representative example is the class *RegionGrowerNeighbours*; which has 0% branch coverage yet all 22 generated mutants are killed by the *VolumeGrowerTest* and *RegionGrowerNeighboursTest*. Both tests indirectly verify the algorithms provided by *RegionGrowerNeighbours*, and for this reason it is unlikely that the branch coverage is 0%. Manual inspection confirmed that here as well it was the dynamic loading of components by means of OSGI which leads to the loss of execution traces and thus results in the miscalculation of the branch coverage in JaCoCo (see Section 9.3.1). Finally, there were four classes with zero mutation coverage yet significant branch coverage (58%, 50%, 50% and 17% respectively). There the branch coverage creates an even higher sense of false confidence: there is branch coverage, yet the tests fail to reveal any faults.

Figure 9.5 shows the weak correlation between branch and mutation coverage values of all classes in the industrial case. While correlation cannot be ruled out (Kendall correlation of 0.25, p-value < 0.01), it shows that branch and mutation coverage correlate weakly at best. This may be partially attributed to the 90 classes with zero branch cover-
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Figure 9.5: Weak correlation between branch coverage (JaCoCo) and mutation coverage (LittleDarwin) on the industrial case

The horizontal axis represents mutation coverage; the vertical axis represents branch coverage. The red line is the linear regression line.

Findings for the Open Source Cases. Figure 9.6 shows the mutation and branch coverage values for all classes in the open source cases. Most strikingly, the results of the analysis for open source cases are quite different than from the industrial case. This is quite apparent in case of Joda Time, where branch coverage is providing more information than mutation coverage. Moreover, the low number of classes with no coverage at all shows that the open source cases are more adequately tested compared to the industrial case. The same data, organized according to the classification described in Section 9.4.4, is listed in Table 9.6. All four cases show some degree of branch coverage (NoB = 0); three of the four open source cases (Apache Commons Codec, jOpt Simple and AddThis Codec) also have some degree of mutation coverage (NoM <= 1). Here as well, Joda Time is the outlier (NoM = 70). Manual inspection revealed that a lot of the classes in Joda Time were implemented without any statements that could be mutated by the mutation operators of LittleDarwin (see Section 9.3.3). For example, some data classes include only variables and getter/setter methods, and therefore no mutant is generated for them. This illustrates that it might be worthwhile to expand the mutation operators beyond the
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![Graphs showing branch coverage and mutation coverage for Joda Time and Apache Commons Codec](image)

[The horizontal axis represents the classes sorted by mutation coverage; the vertical axis is the coverage percentage. Each bar represents the branch coverage for a class, and each point on the line represents the mutation coverage for a class.]

Figure 9.6: Branch coverage (JaCoCo) and mutation coverage (LittleDarwin) at class level for the open source cases
[The horizontal axis represents the classes sorted by mutation coverage; the vertical axis is the coverage percentage. Each bar represents the branch coverage for a class, and each point on the line represents the mutation coverage for a class.]

Figure 9.6: (Continued from previous page) Branch coverage (JaCoCo) and mutation coverage (LittleDarwin) at class level for the open source cases
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[The horizontal axis represents mutation coverage; the vertical axis represents branch coverage. The red line is the linear regression line.]

Figure 9.7: Correlation between branch coverage (JaCoCo) and mutation coverage (LittleDarwin) on the open source cases
Looking at the column SimCov, we see that for most of the classes (ranging from 30% to 88%) the branch and mutation coverage are the same for all practical purposes. Thus for more than half of the classes, mutation testing does not provide additional value. This is quite different from the industrial case, where less than half of the classes had similar coverage values. Nevertheless, there are a significant number of classes in the category LoB-HiM, where the mutation coverage is larger than the branch coverage. Furthermore, there are also a significant number of classes in the category HiB-LoM, where the mutation coverage is smaller than the branch coverage. For three of the four cases, the values in column HiB-LoM are larger than the values in column LoB-HiM and here as well Joda Time is the exception. Thus, although much less than in the industrial case, there are still a significant number of classes where mutation tests reveals additional weaknesses.

Analyzing the correlation between branch and mutation (i.e. columns “Kendall $\tau_b$” and “p-value”) we see that the correlation between branch and mutation coverage is rather poor. Figure 9.7 provides insight into the lack of correlation. For each of the cases the dots in the scatter plot are in distinct regions, hence the coverage values depend a lot on the particular context of the case under investigation.

**Lessons Learned.** As seen in Table 9.6, we found branch coverage and mutation coverage of classes to agree only in 47% of them. In 9% of classes, we observed that the density of the mutants were much higher in few branches in the code, and thus despite a low branch coverage, the mutation coverage is much higher. Conversely, in 8% of cases where branch coverage is high and mutation coverage is low, the quality of the test oracles are in question. In the remaining 36% of classes, the peculiarities of the code cause problems in calculation of either metric: In case of branch coverage, complicated structure of Segmentation means that it cannot be accurately calculated, and this is in line with the observations of Tengeri et al. [171]. In case of mutation coverage, the abundance of small data classes or interfaces and stubs in Joda Time means that a more extensive set of mutation operators is required. In total, such analysis on the weaknesses in the tests cannot be done without mutation testing, and it is clear that using branch coverage alone can mislead a developer about quality of the tests.
9.5.0 RQ3. Can We Reduce the Performance Overhead Induced By Mutation Testing to An Acceptable Level?

**Motivation.** The results of RQ2 shows that mutation testing provides valuable complementary information over branch coverage. However, in order to avoid issues connected with specificities of the system architecture, the results of RQ1 suggest that we need to do so with mutation testing tools loosely coupled to the test infrastructure, thus inherently slower. For this reason, in this RQ we want tackle in the “time concern” demonstrating that (i) the performance overhead induced by mutation testing can be reduced to meet industrial time constraints and (ii) mutation testing preserves the information presented in RQ2. As a realistic scenario we consider a team that starts working from Monday at 8am till Friday at 6pm. Here, we want to verify whether a complete mutation testing could run once a week during the week-end and right before the sprint meeting scheduled on Monday morning. In this context, we define an acceptable level of performance overhead as a mutation testing job that runs in up to 62 hours, namely between Friday 6pm to Monday 8am. If the full mutation testing cycle takes longer, we use mutant sampling to reduce the number of mutants injected into the system, because it has been demonstrated that even with a sample size as low as 50% mutation tests still provides reliable results [63].

**Approach.** We first measure the performance overhead induced by a full mutation testing of the industrial case (injecting 12,825 mutants for 38K lines of code). Here we calculate the average time for a single iteration by dividing the total time for the process by the number of mutants. Next, we estimate the sample size based on the average single iteration time so that the total analysis time would drop below the 62 hour maximum value. We then compare the coverage values for the full mutation testing and the sampled mutation testing with the same categories as RQ2.

To settle the sampling rate, we used the following procedure. We first analyze the relationship between the number of mutants, and the time required for the analysis. In principle, this should be a linear relationship, which is confirmed in Figure 9.8. Via a linear regression ($\rho = 0.9992$, p-value = 0.000026) we achieve the slope of the regression
Figure 9.8: Linear relationship between number of mutants and total analysis time

Figure 9.9: Correlation of full mutation coverage against mutation coverage with weighted sampling
9.5. RESULTS AND DISCUSSION

Table 9.7: Comparing branch coverage (JaCoCo) versus mutation coverage (LittleDarwin)—full coverage + weighted sampling

<table>
<thead>
<tr>
<th>Case</th>
<th>Categorization</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SimCov</td>
<td>LoB-HiM</td>
</tr>
<tr>
<td>Industrial Case (full)</td>
<td>102</td>
<td>8</td>
</tr>
<tr>
<td>Industrial Case (sampled)</td>
<td>102</td>
<td>10</td>
</tr>
</tbody>
</table>

To guarantee that the classes with smaller set of mutants are still represented in the sample set, we used a procedure called weighted mutation sampling [33], and we performed the random sampling at class-level rather than project level. The weights are chosen based on the size of the mutant set for each class, thus reduces the masking effect of classes with larger set of mutants in the final coverage score. This way, our sampling method randomly selected 4,448 mutants out of 12,825 generated mutants (34.7%). The percentage of mutants selected based on the size of the mutant set is shown in Figure 9.10.

$$Number\ of\ mutants = 169.5 + 0.9506 \times \frac{Total\ analysis\ time}{Time\ for\ a\ single\ iteration} \quad (9.3)$$
Findings. The full mutation testing of the industrial case (i.e. the Segmentation component) takes 163 hours to complete; way more than the established upper limit of 62 hours. Via the weighted sampling method, we reduced the number of mutants from 12,825 to 4,448 (34.6%). With this reduction, the time required to perform the mutation testing dropped to 58 hours (almost one-third of the full analysis) well under the established upper limit.

Out of the 4,448 mutants in the sampled mutant set, 1,721 were killed by the test suite, resulting in a 38.7% overall mutation coverage. The difference between the overall coverage calculated from the sampled set and the one calculated from the full set is only 0.1%. Table 9.7 classifies the differences in mutation scores using the categories in Table 9.5. The first row shows the values for the weighted mutation sampling, the second row (copied from 9.6) show the values for full mutation testing. We see that the number of classes in each category remains roughly the same, thus confirming that sampling does not diminish the confidence in the validity of mutation coverage. This is confirmed in Figure 9.9, which shows the correlation between the full mutation coverage values and the sampled ones; they do indeed have a very strong correlation ($\rho = 0.99$, p-value < 0.00001).

<table>
<thead>
<tr>
<th>RQ3 Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>When a full mutation testing exceeds the time limitations imposed by a continuous integration setting (i.e. an analysis once a week during the week-end), we can use weighted mutation sampling to reduce the performance overhead and at the same time preserve an accurate estimation of the mutation coverage.</td>
</tr>
</tbody>
</table>

9.6 THREATS TO VALIDITY

We now identify factors that may jeopardize the validity of our results and the actions we took to reduce or alleviate the risk. Consistent with the guidelines for case studies research (see [178]) we organize them into four categories.

Internal Validity.

Threats to internal validity focus on confounding factors that can influence the obtained results. In this study, this mainly concerns equivalent mutants and a limited set of mutation operators. Because of the large number of generated mutants, it is very difficult to check for equivalent mutants in the final generated results due to the amount of manual labor needed to find and remove such mutants. Nevertheless, since equivalent mutants would add to false positives, they would be discovered when the developers are trying to create new tests or improve the available tests by referring to the information ac-
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required from mutation testing. As is common practice in today’s research, we just accept the risk [91].

Another threat stems from the limited set of mutation operators used in LittleDarwin. The addition of more mutation operators does not impact the results of our industrial case study, where mutation coverage (even with the limited set of mutation operators) produced more information than branch coverage. However, addition or removal of mutation operators can have an adverse effect on the quality of mutant sampling, since there are mutation operators that can produce a large number of redundant mutants (e.g. Null-Type mutation operators [36]), and thus affect the distribution of the sampled mutants. To identify such effects in practice, further case studies on industrial software is required; nonetheless, we did not pursue this line of research in this study.

A large majority of the produced mutants are indeed redundant, and this affects the stability of mutation coverage as a metric [72]. In order to remove the redundant mutants, mutant subsumption relationships need to be used [96]. However, determining these relationships is a very difficult task at large scale. There are no available tools to our knowledge that performs static subsumption analysis on Java programs of this scale. In addition, dynamic subsumption analysis requires a very high quality test suite to be accurate. Therefore in case of non-adequate test suites of our subject projects, the dynamic subsumption relationships are unreliable to detect redundancy among mutants [71]. For this reason, we did not filter redundant mutants in this study.

During the course of the study we discovered that JaCoCo does not report branch coverage correctly in some cases. This phenomenon has been already documented in Tengeri et al. [155, 171]. Despite this fact, we decided to use the results as is for two reasons: first, we were informed by the developers of the industrial project that no other tool was capable of integration with their environment, and second, the results of the tool were used as is for the decision making process regarding the testing of the software. Given the fact that JaCoCo is one of the most commonly used tools in maven builds, we believe its weaknesses are a reflection of the difficulties in computing branch coverage in practice, and therefore worth studying.

Construct Validity.

Threats to construct validity focus on how accurately the observations describe the phenomena of interest. This research is driven by RQ2 where we compare test coverage provided by two different tools. To minimize the risk on making wrong observations, we compare the test coverage in two different ways, once using the categories in Table 9.5 and once via the Kendall’s $\tau_b$ coefficient as described in statistic handbooks [103, 104]. Moreover, we manually inspect certain results, especially outliers.
In order to evaluate mutant sampling process, a common procedure is to create many smaller subsets of a test suite, and compare the mutation coverage obtained from sampled mutants and the mutation coverage obtained from all mutants for all of these smaller subsets of the test suite. Despite our attempts, this proved not to be possible in the industrial case. Because of the interdependencies between the tests, complicated setup process of the testing harness, and the use of shared resources, the order in which the tests are included and executed are important for a successful execution of the test suite. Therefore, it is not possible to randomly generate subsets of the original test suite. For this reason, we omitted this kind of analysis in our study.

Reliability.

Threats to reliability validity correspond to the degree to which the result depends on the tools used. The most important threat to validity concerns the tool LittleDarwin implemented by first author. Compile errors and errors in tests can affect the final results, since LittleDarwin checks only if the build process has failed or not, and it does not go further to determine the reason for the failure. This was addressed by inspecting the output of the build system. In this process, 107 invalid mutants were detected. These mutants could not be compiled, and were excluded from the final results. Another threat to reliability validity is the fact that the data gathered by JaCoCo might not be accurate (especially due to dynamic loading of components), and therefore the conclusions based on the comparison between branch coverage and mutation coverage might not be accurate enough. However, since JaCoCo is the tool that is being used in the structure of Segmentation component to acquire this information in the first place, the conclusions are still relevant by challenging the previously held beliefs about the system. Because of active development of JaCoCo and its popularity as an integral part of continuous integration systems, it is debatable whether better accuracy can be achieved.

External Validity.

Threats to external validity correspond to the generalizability of our results. Since this study was performed only on a software running on a single platform with a specific target language and a specific continuous integration environment. Therefore, the results are certainly not representative for all possible industrial systems. However, it provides an outlook on the feasibility of applying mutation testing in an industrial environment, especially concerning the challenges we faced and workarounds we performed. Nevertheless, we partially addressed the generalizability by extending the analysis regrading RQ2 on other open source cases. By comparing these results with those of the industrial case, we determined the situations in which our conclusions can be generalized.
9.7 RELATED WORK

There are several studies that assess the effectiveness of test coverage metrics. Offutt and Voas [152] use generated test cases for Fortran, and conclude mutation coverage subsumes condition coverage techniques. Li and Offutt [26] compare mutation coverage with edge-pair, all-uses, and prime path coverage. They use hand-seeded faults and manually developed test cases in their comparison, and conclude that mutation coverage is more effective in detecting faults, and requires a smaller test suite to be satisfied. Gligoric et al. [74] compare non-adequate test suites by using several coverage criteria, and conclude that branch coverage is the best predictor of mutation coverage. Gopinath et al. [29] compare coverage criteria that is available to developers on a large set of open source cases, and conclude that statement coverage, and not branch coverage, is the best predictor of mutation coverage.

Literature is clear on the dangers of using code coverage as a threshold for quality of the test suite. Marick [179] points out a scenario that relying solely on the code coverage metrics could result in faults not being detected. Inozemtseva and Holmes [76] compared decision coverage, modified condition coverage, and statement coverage on large subjects using generated test cases and mutation coverage as the effectiveness criteria, and concluded that while code coverage is good for identifying under-tested parts of the subject, it should not be used as a quality target. Aaltonen et al. [180] reach the same conclusion in their analysis comparing mutation coverage and code coverage metrics in assessment of students’ skills. They propose adoption of both metrics in order to have an accurate assessment of the test suite quality. Smith and Williams [149, 150] studied the effects of using mutation testing to augment a test suite. They concluded that developing new test cases that increase the mutation coverage also increases branch coverage, and statement coverage of the test suite. They also conclude that the inclusion of new mutation operators is less important than the speed and efficiency of mutation testing process. Andrews et al. [120] validate the use of mutation testing as a benchmark for other coverage criteria using an industrial case with known faults, and conclude that not only mutation testing can be used in a research context, but also in a practical context, it can be used as a threshold to develop new test cases. Li et al. [181] use industrial cases written in Ruby and demonstrate that using mutation testing still adds value to a test suite that has 97% statement coverage.

9.8 CONCLUSION AND FUTURE WORK

With the increasing interest in continuous integration and its reliance on fully automated tests, modern software development teams continuously monitor the coverage of
the test suite as well. Unfortunately, the state of the practice is reluctant to adopt strong coverage metrics (namely mutation coverage), instead relying on weaker kinds of coverage (namely branch coverage). We argue that there are three issues for this reluctant attitude towards mutation testing: (a) the complexity of continuous build environments and (b) the perception that branch coverage is “good enough”; (c) the performance overhead during the build. Consequently, we set out to investigate the pros and cons that arise when adopting mutation testing in an industrial continuous integration setting, namely the Segmentation component of the Impax ES medical imaging software used by Agfa HealthCare. The Impax ES system is configured as a product-line released in two main variants (production or prototype), with a few minor variants for the target hardware platform. The extensive use of (dynamic) OSGI headers implies a complicated build process where the Maven plug-in Tycho [https://eclipse.org/tycho/] is used to fetch dependencies, compile source files, and run the test suite. This lead us to pursue the following research questions.

RQ1: Is it feasible to integrate mutation testing in a continuous integration system?

- Byte-level mutation tools such as PITest cannot be easily integrated into a complicated build process. Yet, if one decouples the mutation tool from the test infrastructure (thus relies on the build system to manipulate the tests) it is feasible to integrate mutation testing in a continuous integration setting. However, one does so at the expense of performance — mutation testing cannot be done as smartly and efficiently as the tightly coupled counterpart.

RQ2: Does mutation testing reveal additional weaknesses in the test suite compared to branch coverage?

- For all the cases under investigation, we discovered that mutation tests reveals additional weaknesses compared to branch coverage. More specifically, there were several classes which had a high branch coverage yet a low mutation coverage, hence in such situations branch coverage gives a false sense of confidence. However, the added value of the mutation tests is context dependent and varies quite a lot between the cases we investigated. This warrants further research into the nature of weak coverage values both for branch coverage and mutation coverage. Especially because here as well, we noticed that dynamic loading of components interferes with calculating branch coverage.

RQ3: Can we reduce the performance overhead induced by mutation testing to an acceptable level?

- When a full mutation testing exceeds the time limitations imposed by a continuous integration setting (i.e. an analysis once a week during the week-end), we can reduce the performance overhead by means of weighted mutation sampling without sacrificing the fault detection capability.
The contributions of this research are fourfold. First, we report the challenges that arise when mutation testing is integrated in a continuous integration tool of a real industrial case. Second, we adapt and use our mutation testing tool called LittleDarwin to overcome these challenges. Third, we perform a joint analysis of mutation and branch coverage on cases with non-adequate test suites. For this analysis we used four open source cases (totaling close to 40 thousand lines of code with varying degrees of test coverage) and one industrial case (with more than 38 thousand of lines of code with limited unit test coverage). We demonstrate that in cases without full branch test adequacy, mutation testing does not subsume (as expected) branch coverage. Yet, it provides complementary information that can be exploited for both determining the fault detection ability of the test suite, and forming a long-term plan to improve it. We also did not find sufficient evidence to support previous conclusions in literature regarding the relation of branch coverage and mutation coverage, namely, we cannot confirm that branch coverage is a good estimator of mutation coverage in complicated systems. Fourth, we describe how to adapt mutation testing in order to satisfy industrial time constraints and yet preserve its ability to evaluate the quality of test suite.

Future Work. There are several ideas following this study that are worthy of further investigation. In this work, we investigate whether mutation testing reveals more weaknesses in the test suite compared to branch coverage. Given the fact that the ultimate goal of software testing is to reveal as many faults as possible, it is interesting to investigate whether test suites optimized for mutation coverage are more successful in finding faults when compared to test suites optimized for branch coverage. Similarly, the validity of mutant sampling can be investigated deeper by comparing the fault detection capability of test suites optimized for sampled and full-set of mutants. In addition, including more mutation operators to increase the density of mutants in code might increase the efficiency of random sampling. Another prospective research topic is to replicate the results of this study using a minimal set of mutants by detecting the redundant mutants through subsumption analysis. The feasibility of performing subsumption analysis on large industrial software is still in question, and therefore, worth further study.
Software faults cost more than 1.7 trillion USD yearly. Yet, in the current competitive market, the focus of industry is to deliver products as fast as possible, and there is only a limited amount of resources allocated to testing software systems. While no amount of software testing guaranties absence of faults, using methods and metrics that are developed and studied in academia allows industry to improve their test quality, and in turn, reduce the impact of software faults.

One of the methods that is advocated by academia to assess the quality of software tests is mutation testing. Extensive research over past 4 decades has demonstrated that mutation testing is superior to other methods and metrics when it comes to the assessment of test quality. Yet it is not yet adopted industry-wide.

In this thesis we attempted to tackle this problem by identifying the industrial needs, and removing some of the obstacles to the adoption of mutation testing through industrial case studies in direct or indirect collaboration with industrial partners. We identified three main problems:

- **Performance Problem**: Mutation testing is computationally intensive.
- **Fault Model Problem**: Mutation testing requires a fault model that represents the common faults in its target context.
- **Tool Problem**: Mutation testing tools cannot handle the complexity of industrial software.

For the performance problem, we evaluated the use of techniques such as mutant sampling, higher-order mutation, dynamic subsumption analysis, and the use of change-based mutation testing in the field. In each case, we described the trade-offs of using these techniques, and identified their strong and weak points.
For the fault model problem, we proposed the use of new mutation operators to target null-type faults in Java based on feedback from our industrial partners, and C++11/14 features in C++ based on common faults described by domain experts.

For the tool problem, we created a mutation testing tool called LittleDarwin to handle the complexities associated with the industrial software, including the build and testing structure and integration with the continuous integration pipeline. We then used our tool in an industrial case study on a real life safety critical software and compared its results to the common tools and methods used in industry. In addition, we performed change-based mutation testing in collaboration with an industrial partner on real life industrial systems.

While there remains many obstacles on the wide-spread industrial adoption of mutation testing, the amount of interest we received from our industrial partners and the attention that is given to mutation testing makes us to believe that we have already taken the first steps towards industrial adoption of mutation testing.
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