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Despite the fact that Moore’s Law [1] has been steadily upheld for the past few decades [2], the processing needs for solving various scientific problems are continually on the rise [3, 4, 5]. Both in terms of required memory, CPU or other resources, regular single-processor computers are unable to keep pace with the increase in computational demand. As computing problems become more complex, scientists are continually involved in a never ending struggle to expand the available capacity for high-speed, high volume computing.

Over the past decades, many solutions have appeared, only to disappear again. They range from the specialized vector machines that began the current age of supercomputing [6], over the still popular Beowulf Clusters [7], to recent products like IBM’s Blue Gene parallel computer [8]. Some scientists even foster visions of world-spanning computing “grids” [9]. Generally, we can state that parallel computing solutions currently occupy the lead position in the “race of supercomputing”.

With relatively recent developments, like MPI [11], actually becoming mainstream for tackling large-scale problems, and solutions like Seti@home [10] leading the way towards ever growing amounts of computing power, one could be tempted to believe that a solution to the problem of satisfying scientists’ resource hunger is finally on the horizon. Especially the aforementioned MPI, a standardized specification for message-passing based parallel programming, offers promises – both by (1) having many implementations, on many platforms, and (2) by having many libraries available using it. Of course, such conclusions would be too far-reaching.

Mainly, the issue is not just with the “big problems” anymore. Scientists in smaller research groups are facing very real resource shortages. On the one hand, these groups do not have the means to acquire “big iron” hardware – they have to deal with assorted commodity-scale, heterogeneous hardware – potentially spread over multiple locations. On the other hand, they often have to deal with legacy software – the creators of which did not have a parallel computing solution in mind when they originally wrote it. Both of these issues contribute to circumstances which are far from ideal when trying to find a parallel solution. Especially when using MPI. Solving some of the issues thus becomes an interesting research topic.
Part I

Overview
Message passing is presently one of the most popular approaches to parallel programming, and a perfect fit for many computational problems. Arguably, MPI has become the de-facto standard for writing parallel software using the message-passing paradigm (we elaborate on MPI and its nature over the course of the next two chapters and defer any further discussion of its specifications until then).

Thanks to the MPI standard, parallelizing code in a relatively straightforward manner, without losing portability and choice of platform, proves attainable. This leaves us with the question of hardware platform – and this is where things turn out less idyllic...

Present-day “big-iron” parallel hardware is relatively dependable, and offers great performance – at a premium price. A price which proves unaffordable for research groups of our size. There is, fortunately, an alternative: unused CPUs are available all over campus if one only looks for them.

Older machines that are no longer being used can be turned into clusters. Computers from the student labs can be used for scientific purposes outside academic hours. One could even “swap in/out” such resources based on availability (i.e. even during lab periods, detection mechanisms could be used to sense whether a computer is in use or not; if it isn’t, use it for scientific computations; if it is, immediately remove it from the “ad-hoc” parallel platform and make it available to whoever needs it). And cooperations between research groups can open up access to additional resources, albeit probably spread over multiple locations (buildings, campuses, maybe even countries).

All of these solutions offer a more democratically priced entry into parallel computing, but they all come with one disadvantages: unreliability. Older hardware is more prone to failure. Lab computers – subject to student “abuse” as well; certainly if you use the “ad-hoc computing” approach, as resources are dynamically swapped into – and out of – your parallel platform. And geographically spread resources are as vulnerable as the network infrastructure connecting them. And here lies the rub: MPI – previously our seemingly perfect parallel programming approach – does not provide for fault-tolerance.
But there are more problems ahead: integrating legacy software into an object-oriented framework is not as straightforward as it seems. The issues one faces are:

- Many smaller research groups around the world are facing resource shortages. Parallel computing is the only realistic solution to their needs.
- Moreover, if these groups want to exchange code, working with an accepted standard for parallel programming is a must. The viable option here is MPI.
- Due to a limited investment in hardware, all of these groups have a very real need for fault-tolerance. MPI, however, does not provide this.
- Many research groups still possess a lot of Fortran code.
- For various reasons, it is useful (or even necessary) to integrate this code with newer, mostly C++ code (e.g. to introducing object oriented design and behavior for better maintainability, for cooperation with C++ frameworks, or simply because of the higher availability of C++ programmers vs. Fortran).
- Integrating modern Fortran code (especially Fortran 99) into C++ turns out to be less than straightforward.

In order to address these issues, we need to investigate the following three questions:

1. With regard to MPI implementations: what are the current options w.r.t. fault-tolerance and MPI, what would be the best approach for the particular case of small research groups working with low-budget hardware and what yet remains to be done in this area to make fault-tolerant use of MPI valid.
2. With regard to MPI software: what – if any – changes are needed to make it fault tolerant, given an MPI implementation that supports it. What would a generic “cookbook” for creating fault-tolerant MPI-based software look like.
3. With regard to Fortan legacy code: what needs to be done to make easy integration of that code with C++ code work in a user-friendly manner.

These are the question that we will try and formulate an answer for over the course of the next chapters.

In the first part of the text, we will investigate the answers to the first of our three questions: what about MPI implementations and fault-tolerance? For clarity, we first offer a general introduction on distributed and parallel computing, afterwards zooming in on MPI and its specific qualities. Eventually we focus on MPI implementations and fault tolerance. We will highlight the different options and our reasons for selecting a particular one. And most importantly present our body of original work to solve the problems involved.

In the second part of our text, we investigate the remaining to questions. We do this using a quantum nuclear scattering problem as a case study. The conclusions are, however, generally applicable to any similar project involving legacy Fortran code that needs to be integrated with C++ and made fault-tolerant.

Specifically, we shall discuss how we integrate legacy code with C++ code. This involves our second major body of original work, which we will show serves to generally integrate any Fortan (90) based code into a C++ framework.

Second, we shall investigate the changes needed to make the code fault-tolerant. From these steps, we shall derive a series of cookbook-like instructions that can help programmers make any piece of MPI-based code fault-tolerant.

Finally, in the third part of this text, we shall offer our conclusions.
Part II

MPI and FT-MPI
The majority of modern high performance computing solutions use some degree of parallelization or distribution to maximize performance.

A popular analogy to illustrate the advantages of parallel processing (over traditional “monolithic” solutions), is that of the horse and the cart. If one wants to drive faster, it is easier to span a second horse before your cart than to grow a new breed that is twice as fast and powerful as the current one.

But the task of parallelizing scientific computations is not quite as simple as this popular analogy would suggest. One of the major problems has always been the task of writing elegant and manageable software for parallel platforms [13].

Solutions that make efficient use of the resources and capabilities of parallel hardware are not trivial. One cannot help but notice that there exists a major gap between:

1. the highly automated compiler technologies available for serial computing platforms, and,
2. the coding practices for modern parallel computing platforms.

The former can produce relatively generic and resource-efficient software, as well as offering portability over a great range of different platforms. More often than not, the latter still has to be hand-optimized for a specific parallel architecture computing problem. All of these specific optimizations are highly dependent upon the parallel platform’s particular combination of technologies (SMP/shared memory vs. distributed memory approaches, caching architectures, communication bandwidth and latency etc.), as well as upon the specific properties of the computational problem.

Auto-parallelizing compilers exist and are rapidly improving, but they are still not up-to-par with solutions requiring developers to explicitly define parallelism [14]. All sorts of libraries have also been developed [58, 15, 16, 17, 18], mostly by the
same vendors that created the parallel hardware platforms they were written to work with. Due to a lack of standards however, these libraries were mostly mutually incompatible [19]. This leads to all kinds of practical problems when trying to port a program from one platform to the other, or when merging code originally written for two different libraries.

In other words: writing software for parallel platforms stretches beyond the singular act of designing a parallel or distributed algorithm. As parallel programming developed, many attempts were made to provide tools that make parallel programming easier, more generic and more efficient. One of the most popular early libraries was PVM [58], mostly aimed at clusters of commodity hardware. The most popular approach to programming any kind of parallel hardware today is probably MPI[11]. Both were designed for efficiency, functionality and support for heterogeneous parallel architectures.

MPI adds to this the aim to have multiple parallel implementations with full source code portability. This is done in order to support an maximize performance on the broadest possible range of parallel platforms. These attributes make MPI into a very attractive platform for high end computing at any scale, from high end solutions like the IBM Blue Gene to the more down to earth low-end, heterogeneous and geographically distributed cluster approaches.

In order for us to be able to discuss the characteristics of MPI further on in this work, we first need to lay down a basic framework for describing and categorizing the attributes of a parallel platform. We start out by identifying and specifying three basic properties, common to each parallel programming system: memory model, problem decomposition and programming model. Each of these will be discussed in the following subsections. The section will be closed with a general overview of some other basic issues that must be taken care of when writing a parallel program.

1.1 Memory models

The memory model for a parallel platform specifies how the parallel processors access their data. Any memory model will put certain restrictions on what can be done with regard to implementing a parallel program on top of it. The memory model used in a parallel program will often be closely related to the underlying hardware. A software layer might hide most of the details of the memory model to the average programmer though, as he might have little use for such low-level knowledge. The following paragraphs specify two basic memory models. In the end, almost any memory model in use can be typified as either one – or a combination – of these two.

1.1.1 Shared memory architecture

A shared-memory architecture provides the programmer with an underlying data access model, composed of multiple processors which are connected to a global memory spaces. This space is shared by each of the individual processors, i.e.: each of the
processors will, at the same moment in time, find the same data item at the same address in the common memory space. Careful locking and synchronization mechanisms have to be employed to avoid data corruption (through racing conditions and similar problems). The shared-memory architecture is an example of an approach to parallelism known as control parallelism in which “(parallelism) ... is not determined by data independence, but is explicitly specified by the programmer.” [27]

Figure 1.1 shows a schematic example of a shared memory architecture with 4 processors reading from and writing to a single memory space.

![A shared-memory architecture with 4 processors sharing a single memory space.](image)

Figure 1.1: Shared-memory architecture

Examples of this memory architecture can be found with the early parallel vector machines, as well as with the modern-day Symmetric Multiprocessor (SMP) architectures. The latter might gather a limited number of processors, from two up to a few tens, sharing a single (logical as well as physical) memory space. However: caching issues create problems with any form of this design, and the severity of these problems rises as the amount of processors increases. A number of processors higher than the suggested few tens produces a range of practical problems that are currently hard to overcome.

### 1.1.2 Distributed memory architecture

Systems with a distributed memory architecture divide the available processing power into individual nodes, each of which has its own processor and memory space that can only be accessed by the local processor. Data is shared between the nodes by means of a communication network. If a processor needs to access some data in the local memory space of another processor, the data must be copied over from
1.2 Problem decomposition

Any solution to a computational problem will eventually be composed of two parts: at one end the program, at the other the data which it must process. If any computational problem is to be parallelized, some part of it will have to be decomposed
into smaller fractions that can be distributed over multiple processors.

1.2.1 Domain decomposition

The decomposition of the data part of the problem is referred to as domain decomposition, or *data parallelism*. Using this approach, the data set to be processed is divided into multiple parts and divided among each of the processors. The program itself looks very much like a sequential program, as the parallelism comes purely from the approach to handling the data. Figure 1.3 shows an example of domain decomposition of a serial computation running on 4 physical processors with 4 data subsets.

![Diagram of domain decomposition](image)

*A domain decomposition with a single monolithic task running on 4 physical processors, each working on a single data subset.*

This partitioning of the data is the easiest to automate. For example: High Performance Fortran (HPF) [23] and OpenMP [24, 25] provide the programmer with so-called compiler “hints” to help the compiler with automatically parallelizing code. The code otherwise looks just as if it were written for a regular serial processor. However, not all computational problems are equally suited to this kind of treatment, and cannot easily, if at all, be distributed using this scheme [20]. Moreover, this is not necessarily the most efficient method, especially in cases where the data assigned to different processors might require greatly differing amounts of time to process. Speedup for the whole of the computation is limited by the slowest data set.

1.2.2 Functional decomposition

The approach of applying decomposition to the program itself is called functional decomposition, or *task parallelism*. In this case, the algorithm is divided into many...
smaller subtasks, which might (or might not) be functionally related to − or dependent upon − each other. These tasks are then assigned to processors as they become available. Processors that finish quicker than others are assigned more tasks (as soon as possible, limited by issues like data dependency etc.) to minimize processor idle time. Figure 1.4 shows an example of functional decomposition with 4 subtasks running on 4 physical processors. In this particular case, the data pool remains undivided and can be accessed by all subtasks.

The Farmer/Worker (FW) model is a popular implementation of this approach. Figure 1.5 shows an example of the farmer/worker model with one farmer task reading data from the complete pool and delivering it in batches to 4 worker subtasks.

1.3 Programming models

Traditionally, there have been two main paradigms for writing parallel software: directives-based and message-based.

1.3.1 The directives-based model

Under a directives-based programming model, code is made parallel by adding compiler directives to the program, either as extensions of the programming language or as a special case of commentary code. These directives inform the compiler on how
1.3. PROGRAMMING MODELS

Farmer/Worker model with 1 farmer and 3 worker subtasks. Data is read by the farmer and delivered to the workers for computation. Results are returned to the farmer for output to a result set.

Figure 1.5: Farmer/Worker model

to parallelize the code: the low-level management of parallelization (computation, communication, scheduling, ...) is therefore turned into an automated process.

This paradigm is most popular when combined with shared-memory architectures: these greatly simplify the writing of the specialized compilers [21]. It is also the default approach used when parallelizing problems through domain decomposition, though its possible applications extend beyond this particular approach to problem decomposition. Figure 1.6 shows an example of directives-based parallel code using high-performance Fortran (HPF).

1.3.2 The message-passing model

The message-passing programming model puts a far greater amount of control and responsibility in the hands of the programmer. Under this paradigm, a parallel computation is explicitly treated as the result of an interaction between multiple concurrent processes. Each of these has its own local data space. These processes cannot directly access any of the other’s memory space. Data is shared between these processes by means of messages. These are passed between processes by calling send and receive routines at the originator and the recipient processes respectively. One of the defining aspects of message passing is the fact that each message always requires an explicit call by all processes involved. It might also be useful to remark here that a process does not necessarily equate to a processor, though this will often be the case. Figure shows an example of message passing parallel code using the Parallel Virtual Machine (PVM).
1.3. PROGRAMMING MODELS

The message-passing model offers advantages to the writer of parallel software:

- It is fairly universal and general, allowing it to be used on a broad selection of parallel hardware platforms.
- Its expressiveness is adequate for implementing solutions to a wide range of computational problems.
- As every process has its own isolated memory space, it gets complete control over memory references. This offers considerable advantages when debugging the program – no trivial task when it comes to parallel software.
- The control over data-locality also offers advantages when it comes to the efficiency of local caching, which is possibly beneficial to the performance of the parallel program, even on a platform that uses a shared-memory architecture at the hardware level [22].

A popular variant on the message passing model is constituted by the systems that support remote memory operations (also referred to as active messaging [26]). This approach transfers data between processes by directly copying it from the memory space of the originating to that of the receiving process. The major difference with message passing schemes here is that only one call is needed to transfer the data. This will be either a put-operation by the source process (to send the data to the memory space of the destination), or conversely, a get-operation by the destination (to retrieve the data from the source).
Hello:

```
#include "pvm3.h"

main() {
    int cc, tid, msgtag;
    char buf[100];

    printf("i'm %d\n", pvm_myid()); // print my ID

    // Spawn a new process called "hello_other"
    cc = pvm_spawn("hello_other", (char*)0, 0, ",", 1, &tid);

    if (cc == 1) {
        msgtag = 1;
        pvm_recv(tid, msgtag); // receive data from hello_other
        pvm_upkstr(buf); // unpack the message
        printf("from %d: %s\n", tid, buf);
    } else printf("can't start hello_other\n");

    pvm_exit();
}
```

```
#include "pvm3.h"

main() {
    int ptid, msgtag;
    char buf[100];

    ptid = pvm_parent(); // get parent ID
    strcpy(buf, "hello, world from ");
    gethostname(buf + strlen(buf), 64);
    msgtag = 1;
    pvm_initsend(PvmDataDefault); // initiate message send to hello
    pvm_pkstr(buf); // pack message
    pvm_send(ptid, msgtag); // send message

    pvm_exit();
}
```

Message passing parallel code using the Parallel Virtual Machine (PVM).

Figure 1.7: The message passing programming model

1.4 Further issues

Total execution time of a parallel program is made up of 3 components:

- **Computation time** is the total time spent on actual computations. Ideally, if a computation took T time to run on one processor, and N processors were
available, a computation would be done in $T/N$ time, if all processors spent their time in computation. Which is, of course, not the case.

- **Idle time** is the time spent by a processor waiting, e.g. for data from another processor, IO, or until another process has reached a certain state etc.. No useful work is done during this time, and time spent in this fashion by the processor should thus be minimized.

- **Communication time** is the time it takes for a process to complete the sequences of sending and receiving data. Communication time is measured in terms of latency and bandwidth, *latency* being the time it takes to actually set up the communications channel and get the first bit to its destination, and bandwidth being the measure of how many bits are actually transported per time unit.

Computation time must be divided among the available processors as efficiently as possible, to reduce idle time. This *load balancing*, is a necessity to ensure efficient use of the available processors. This is theoretically easy when all processes in the program are equal or at least very similar. Large variations in duration and unpredictability of processing will greatly complicate this issue.

Minimizing communication is a major goal in any parallel computation. It is a function of both the underlying hardware and the implementation. Fast networks and switches enhance communication times in any cluster-like system, as do efficient data transfer routines in a shared-memory system. A good implementation however is paramount. Strategically overlapping interprocess communication with computation wherever possible is the most plausible approach. This will reduce CPU idle time by a far greater amount than a faster communication. It can be accomplished for example, by using either non-blocking communications, advance data transfers or data-unspecific computations wherever possible.
CHAPTER 2

MPI – The Message Passing Interface

This part of the document presents a concise overview of MPI, its origins, purpose and features. The goal is to familiarize the reader with all of the concepts that are used further on in the text, and to provide the necessary background information to support the research presented in later parts.

2.1 What is MPI?

MPI stands for “Message Passing Interface”. In short: MPI is a standard library specification for message-passing based parallel software. First, MPI is a standard – meaning that all implementations should be at least compile-and-link-level compatible. Second, MPI is a library – it is not a language or language expansion and no adaptations to the compiler or other steps in the build process are needed to use it except inclusion of the library itself in binary form. Third, it is a specification – there is no “standard implementation” of MPI. Every vendor provides his own implementation of the library, and no single implementation “one-ups” another with regard to the standard itself. Last, MPI (in its core version) exclusively addresses the “pure” message-passing programming model – this is the case for any implementation, even those for hardware platforms that use shared memory at the core.

The MPI standard was designed by committee, almost exclusively by people deeply rooted in the world of parallel programming rather than the more general area of distributed computing. This is reflected in every aspect of its structure and philosophy.
2.2 A brief history

Sometime around early 1992, it became clear that many people were favorably inclined towards the creation of a parallel programming standard to deal with these issues. It was during the Supercomputing '92 conference in November 1992 that a number of the parties involved decided to start out on a standardization effort. The general goal was to develop a parallel programming library specification based upon the message passing programming model. The library specification would offer precise descriptions of names, calling sequences and return types of the subroutines and functions to be called from either the C or Fortran77 programming languages. Implementation of the specification would be left to individual vendors, though a reference implementation would be made available as soon as possible as a proof of concept for third-party developers.

An organization was set up to coordinate and guide the development of this standard: the MPI Forum. All members basically agreed on the following issues before the start of the standard definition process:

- The standard would be designed by committee and would not be “official” (as in ANSI or similarly approved), rather relying on innate attractiveness to vendors and users alike (through the obvious advantages it offered) to gain widespread following.
- The Forum would operate in a completely open way, allowing anyone to join in the discussions.
- The goal was to deliver a complete standard within the span of a single year.
- The Forum decided to adopt a format similar to that used for the earlier work in the High Performance Fortran Forum, which had proven to be highly successful.

The MPI Forum housed a wide representation of all the parties involved, gathering more than 40 organizations in its fold: these consisted of parallel computer vendors, as well as portable software library writers and parallel application specialists. Design of the standard was done through discussions over e-mail and physical meetings every 6 weeks.

A fully functional core message passing standard was completed by May 1994. A number of issues were deliberately left out of this specification, in order to gain time. These points would be elaborate on in later extensions to the original standard.

Over the course of 1995 to 1997, the forum reconvened to add functionality to the original standard concerning remote memory operations, parallel I/O, bindings for C++ and Fortran90 and other features. Most of these specifications became part of the MPI-2 standard, released in 1997. Most of the discussion in the rest of this thesis will focus on the capabilities offered in the original MPI-1 standard. This is mostly because the capabilities in MPI-2 are not needed for either a basic understanding of MPI, or the work further described in this thesis.
2.3. THE GOALS OF MPI

The MPI Forum had a number of very specific goals in mind when designing the standard. In a few words: the MPI standard should guarantee that compliant software offers the best possible combination of portability, efficiency and functionality. Ideally, MPI should enable software developers to write software that can take advantage of any specialized hard- and software that might be available on any platform, in a transparent manner. Library writers should be able to use MPI for creating functional and efficient parallel libraries.

- Portability:
  One of the primary goals was source code portability. The standard would have to offer compliant software full ability to compile and run with different implementations and on many hardware platforms without change. This feature was crucial if the standard was ever to find universal recognition. MPI implementations would be made available by parallel computer vendors for each of their available hardware products, possibly side-by-side with existing hardware-specific solutions for each of those platforms.

- Efficiency:
  The standard should allow for optimal implementations on a wide range of architectures with different memory-models, inter-processor communication systems etc. Whatever the hardware platform, be it a cluster system, an MPP or anything in between: the available resources should be used as efficiently as possible to guarantee maximum performance, within reasonable but minimal boundaries with regard to the trade-off towards portability.

- Functionality:
  Lastly, an MPI-compliant library should provide a software writer with a decent amount of functionality in terms of library calls for parallel-programming purposes. Specifically, the MPI standard must offer, at least, different types of communication. This specifically with regard to collective data-transfer operations. It should also be able to handle different user-defined data types. Finally, it should allow the user to easily map a diversity of processor topologies to problem domain topologies.

As a last important issue, the MPI standard should be able to support heterogeneous parallel architectures, a situation commonly found in commodity hardware based clusters, often built out of older machines with differing specifications. This point is of major importance towards grid systems, which could hypothetically span all over the world and connect a wide variety of machines.

Explicitly not included in the standard are issues such as how to launch an MPI program, as these might greatly vary from system to system. Items like process management and parallel I/O were deliberately postponed until the release of the second version of the MPI standard, MPI-2.
2.4 The MPI approach to parallel programming

Before going deeper into the specifics of the MPI standard, it is useful to first offer a broad overview of the general manner in which MPI supports the different aspects of parallel programming. To remain coherent with the preceding chapter, a general description of MPI will be offered in terms of memory architecture, problem decomposition and programming model. A few remarks on other points of interest complete this general description.

2.4.1 Memory model

At the logical (interface) level, MPI provides the programmer with a virtual distributed memory system. A job consists of multiple independent (and potentially different) processes, each of which has its own protected memory space. (Note that the MPI specification does not mention processors – it is up to the host system and possibly the MPI implementation to determine how many processes can be run, and how to divide them among actually available physical processors). All communication between processes must be done through the purely logical concept of “communicators” which bind processes together within a virtual common communication medium. If one process wants to share data with another, it must contact the receiving process through a shared communicator and transfer the data by means of one of the several communication routines specified in the standard.

To be perfectly clear: the MPI specification itself puts no limitation on hardware that may run an MPI implementation. If allowed to do so by the host system and the specific MPI implementation, it is entirely possible to run more processes than you actually have physical processors available. More importantly, it is possible to provide an efficient implementation of MPI on a shared memory hardware system by offering an appropriate implementation for the communication routines. For example: on a cluster system, these routines will involve copying the data to a network buffer, performing a network transfer and copying the new data further to its intended place at the destination process. In contrast, on a shared memory system, the routine might accomplish this same task by simply performing a memory-to-memory copy, thus ensuring the goal of efficiency.

The basic principle is to hide as much of the low-level details of communication as possible from the programmer, allowing him to focus on the actual task of parallelization. This allows for a fully portable set of software subroutines that can be used in any program, while the implementation takes care of optimizing the operation of each of these routines for individual platforms. Sidestepping these routines and hand-coding communication routines specific to a single platform cannot be allowed if the goals of portability and support for heterogeneity are to be observed.

2.4.2 Problem decomposition

Problem decomposition is then obviously done purely through functional decomposition, i.e. task parallelism. All parallelism has to be deliberately programmed
by the software developer. This is a necessity if the standard is to achieve the goal of sufficient generality towards a wide range of problems, many of which might not be suited to the other approach.

2.4.3 Programming model

Evident by its name, MPI approaches parallel programming through the **message-passing programming model**. Variations on this approach are strictly not supported in the first version of the standard, again to ensure generality. MPI-2, however, does support limited functionality for remote memory operations (active messaging).

The standardized routines offer different solutions towards problems like load-balancing and communication efficiency. This is accomplished by allowing for multiple types of calls and different levels of synchronization. Processes can block on a call, or remain in a running status as required by the programmer, thereby supporting overlap of communication and execution.

2.5 Characteristics and capabilities of MPI

In order to get an adequate insight into the full scope of MPI, a little more detail is required. The following paragraphs present a concise introduction to the characteristics of the MPI standard and the set of library calls it offers. Many of these will be illustrated by code examples. For the sake of brevity and simplicity, these will only be presented in C code. Code examples for both Fortran and C++ (MPI 2) are very similar.

2.5.1 Basic entities

Central to the MPI approach are two concepts: the process and the communicator. A process is a single computational entity with its own dedicated memory space. Processes should only be able to influence each other through appropriate calls defined in the MPI specification if consistency is to be guaranteed. The number of processes is fixed at startup, and there are no provisions in MPI 1 for adding new processes during runtime (though MPI 2 does define an MPI_spawn() call for exactly this purpose).

A communicator is an abstract entity representing a virtual communication medium shared between two or more processes. Basically, if a number of processes share a communicator, they can send messages to each other. In practice, processes access a communicator through a reference variable. Each process has a sequence number, referred to as its rank in MPI terminology, within any given communicator in which it participates, which is unique for that single communicator. Processes send messages to each other by passing to the messaging call a) the reference specifying the communicator over which to send the message and b) the target process’ rank within that communicator.
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Processes sharing a number of communicators.

MPI_COMM_WORLD contains all processes within the same job. A communicator can be split up in new (sub)communicators (COMM1, COMM2). Each process also has a communicator MPI_COMM_SELF containing only itself.

Figure 2.1: Processes & communicators

At the start of a program, a single communicator, available through a reference variable called MPI_COMM_WORLD for all processes, is made available which contains all processes to be used for the job. More communicators may be created during the lifetime of a job. Figure 2.1 shows a schematic example of a number of processes sharing a number of communicators.

2.5.2 Overview of MPI calls

MPI calls can basically be divided into 4 distinct types:

- "system" calls: initialization (e.g. setting up MPI_COMM_WORLD, starting communications, ...), management (e.g. determining the number of processes available within MPI_COMM_WORLD or any other given communicator, setting up a new communicator, ...) and termination of an MPI program (closing down communications channels)
- point to point communication calls, between pairs of processes (e.g. blocking and unblocking send and receive operations, ...)
- collective communication calls, among groups of processes (e.g. gather-scatter, ...)
- calls for creating and managing user-defined derived data types
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This piece of example code represents the minimal MPI program (in C): header file inclusion plus a single main routine with initialization and termination calls.

```c
#include "mpi.h"

int main(int argc, char* argv[]) {
    MPI_Init();
    // Do stuff
    MPI_Finalize();
    return 0;
}
```

Figure 2.2: Initialization and termination

2.5.3 Initialization, management and termination

Each MPI program requires an initialization and termination call to function properly. We illustrate this with a code example in figure 2.2.

```c
#include "mpi.h"

int main(int argc, char* argv[]) {
    int numprocs, my_rank;
    MPI_Init();
    MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
    MPI_Comm_rank(MPI_COMM_WORLD, &my_rank);
    // Do more stuff
    MPI_Finalize();
    return 0;
}
```

C example code to illustrate the use of management call bindings for retrieving the number of processes in a given communicator (MPI_COMM_WORLD) and the current process’ rank within that communicator.

Figure 2.3: Some management calls

Management calls are all kinds of calls which do not involve messaging or handling data types. Some of the most frequently used of these calls are those to gain information on the number of processes within a given communicator and the rank of a given process within a communicator. Examples of these are given in figure 2.3. Other management calls include means of creating and managing new communicators and virtual topologies. Further discussion of these features goes beyond the
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2.5.4 Point to point communication calls

Point to point communications are the basic communication calls in MPI, used to send a message from one sender process to a single other receiver process. There are two calls for each point-to-point interaction: a “send” call by the sending process, and a corresponding “receive” call by the destination process. Both an explicit send and receive action are mandatory – no data will be transferred without the participation of both processes. The message consists of an envelope indicating the source and destination process, and a body which contains the actual data to be sent.

The body of the message is written to / read from a buffer in memory, indicated by a pointer. The type of data in the buffer is identified by one of a series of cross-platform data types part of the MPI standard (e.g. INTEGER, FLOAT, ...) or a type defined by the user, and the number of data items to be sent/received is included as a parameter with each call.

### Blocking point-to-point communication calls

Regular send and receive calls are blocking, meaning that they do not return before relevant completion criteria have been met, e.g. that the data has at least been copied to the send-buffers, and that the original buffer can be safely overwritten etc.

Straightforward blocking point-to-point interaction between two processes would look as shown in figure 2.4.

### Non-blocking point-to-point communication calls

A send/receive may also be non-blocking. A non-blocking call returns immediately, freeing the process to do other things while communication goes on in the background. A separate call can be used later on to check whether the operation has actually completed or not.

An average non-blocking point-to-point interaction looks as shown in figure 2.5.

Non-blocking point-to-point interactions allow for greater overlapping of communication time and computing time, potentially reducing CPU idle time in some cases. Care must be taken though because a return on a non-blocking call does not guarantee that relevant completion criteria have been satisfied. Until fully complete, one can not assume that the message has been received or that the variables to be sent may be safely overwritten.

2.5.5 Collective communications

Collective communications allow larger groups of processes to share data in various ways which are more complex than the point-to-point approach, for example one-to-many or many-to-one. Although any of the basic effects of collective calls can also be produced through equivalent structures using point-to-point calls, using the collective calls will always carry a number of advantages.

For one, code using collective communications whenever possible will always be significantly less complex than any equivalent approach using point-to-point calls, simply because a single collective call will generally require multiple point-to-point calls to replace it. Thus, the possibility of errors is reduced and the code becomes...
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Example code for a pair of blocking point-to-point communication calls, one call each for sender and receiver processes.

```c
#include "mpi.h"

int main(int argc, char* argv[]) {
    int numprocs, my_rank, some_data[5];

    MPI_Init(&argc, &argv);
    MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
    MPI_Comm_rank(MPI_COMM_WORLD, &my_rank);

    if (my_rank == 0) {
        //sender
        //initialize some data
        MPI_Send(some_data, 5, MPI_INT, 1, 0, MPI_COMM_WORLD);
    }
    else if (my_rank == 1) {
        //receiver
        MPI_Recv(some_data, 5, MPI_INT, 0, 0,
                 MPI_COMM_WORLD);
    }

    MPI_Finalize;

    return 0;
}
```

Figure 2.4: blocking point-to-point (point-to-point) communication

easier to debug. On top of this, optimized forms of the collective routines are often faster than the equivalent operation expressed in terms of point-to-point routines.

Examples of collective communications include broadcasts, scatter, gather and reduction operations. The root process of a collective communication is the single process from which the data is sent, or on which the data is collected. Illustrated examples of the different collective operations follow.

Broadcast operations
In broadcast operations, the root process sends a copy of some piece of data to all other processes within a single communicator. Figure 2.6 shows a schematic representation of a broadcast operation. In the “before situation”, the root process has a piece of data, which needs to be sent to the 4 other processes. The “after” situation shows that all processes within the communicator now have the data available for further processing. Figure 2.7 shows the corresponding code example.

Scatter operations
In scatter operations, a collection of data (e.g. an array) initially located at the root process is distributed over different processes within the same group (communicator). Figure 2.8 again shows a schematic example of a scatter operation, with a before and after situation sketch. A code example is given in figure 2.9.
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Example code for a pair of non-blocking point-to-point communication calls, one call each for sender and receiver processes.

```c
#include "mpi.h"

int main(int argc, char* argv[]) {
    int numprocs, my_rank, some_data[5];
    MPI_Request handle;
    MPI_Status status;

    MPI_Init();
    MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
    MPI_Comm_rank(MPI_COMM_WORLD, &my_rank);

    if (my_rank == 0) {
        //sender
        //initialize some data
        MPI_Isend(some_data, 5, MPI_INT, 1, 0, MPI_COMM_WORLD; &handle);
        MPI_Wait(&handle, &status);
    }
    else if (my_rank == 1) {
        //receiver
        MPI_Irecv(some_data, 5, MPI_INT, 0, 0,
                  MPI_COMM_WORLD, &handle);
        MPI_Wait(&handle, &status);
    }
    MPI_Finalize();

    return 0;
}
```

Figure 2.5: non-blocking point-to-point communication

Gather operations
The gather operation is the inverse operation to the scatter operation: it “gathers” different pieces of data scattered over a group of processes into a collection in the memory space of the root. It is schematically illustrated in figure 2.10, with corresponding code given in figure 2.11.

Reduction operations
The reduction operation is sort of the inverse of the broadcast operation, taking data items from all processes within a communicator, and combining it into a single data item in the memory space of the root process. A reduction might be used, for example, to calculate the sum, maximum, minimum or all other kinds of results from a series of elements which are initially distributed over multiple processes within the same communicator. Figures 2.12 and 2.13 give both a schematic and code example.

2.5.6 Derived data types
MPI offers a whole range of standardized data types, the use of which guarantees consistency and compatibility when working across multiple computing platforms,
A broadcast operation: one process sends a piece of data to all other processes within a given communicator.

Figure 2.6: A broadcast operation

networks and programming languages. MPI also supports transfers of compound data in two ways:

- by calls for packing the data into a generic byte array which can then be transferred by means of a regular message
- by allowing users to define a derived data type, which can be reused throughout a program when certain combinations of data are in frequent use.

2.6 MPI in practice

To convey a practical idea of what it actually feels like to use MPI, this section will give an example describing how to run the MPI implementation called MPICH2 on a cluster of Linux-based machines, connected TCP/IP sockets over Ethernet.

MPICH2 is a freely available, portable implementation of MPI developed at Argonne National Laboratory. It is free software, and available for most flavors of UNIX and Microsoft Windows, as well as more specialized parallel hardware like MPPs.

Administrative issues

First, installing MPICH2 will require the system administrator to download and build the MPICH2 source code, and distribute the resulting binaries on the different machines in the cluster. This might be accomplished by uploading the binaries locally to the machines with ftp or like tools, or by putting the binaries on some kind of shared directory system. This process will provide all of the machines in the cluster
Example code for a broadcast operation as illustrated in figure 2.6: note the identical call at both ends of the transaction (root and receiver process); there is no separate call for broadcast send and broadcast receive. All collective calls are handled in a similar manner.

```c
#include "mpi.h"

int main(int argc, char* argv[]) {

  int numprocs, my_rank, some_data[5];

  MPI_Init();
  MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
  MPI_Comm_rank(MPI_COMM_WORLD, &my_rank);

  if (my_rank == 0) {
    //sender
    //initialize some data
    MPI_Bcast(some_data, 5, MPI_INT, 0, MPI_COMM_WORLD);
  }
  else {  
    //receivers - notice the collective nature of the call!
    MPI_Bcast(some_data, 5, MPI_INT, 0, MPI_COMM_WORLD);
  }

  MPI_Finalize();

  return 0;
}
```

Figure 2.7: Example code for a broadcast operation

with access to 3 important executable files: mpd, mpicc and mpirun.

MPD is an external process manager, used by MPICH for scalable startup of large MPI jobs. MPD forms a ring of daemons on the machines that will run MPI programs. The administrator can bring up a ring of MPDs by adding the names of all machines that are to run MPICH2 to a file called mpd.hosts, and then starting up the daemons by using the command mpdboot. The administrator can always inspect the current state of the ring by running the commands mpdtrace and mpdringtest.

User issues

A user can now write, compile, link and run MPI programs on the cluster. Writing MPI programs is done as presented in the many code examples given earlier. MPI programs can be compiled and linked using a set of scripts that use the same compiler that MPICH2 was built with. These are mpicc, mpicxx, mpif77 and mpif90 for C++, Fortran77 and Fortran90 programs respectively.

After compiling and linking, the user can run the program from a master node of his own choice by using the command mpiexec, adding a flag -n to denote the number of nodes that is to be used in the job. The number of processes need not match the number of nodes in the ring – if there are more, they will wrap around.

When the job finishes, it will send output to stdout of the chosen master node.
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Despite offering a rather broad selection of possible features within the message passing paradigm, there are some issues which are not covered by the MPI-1 standard. Support for some of these was added with the introduction of MPI-2, notably a number of calls for process startup and management during runtime (which had been available in PVM for a long time). Other topics expanded upon by MPI-2 include thread-safety (MPI-1 allowed, but did not require implementations to be thread-safe, without going deeper into the subject) and an innovative approach to parallel I/O.

MPI-2 even adds (portable and platform independent) calls for safe remote memory operations, thereby stepping outside the boundaries of strict message passing (this was mainly due to requests from the MPP side of the parallel programming community: remote memory operations add possibilities for performance optimization on such parallel computing platforms, and some problems are simply easier to express in terms of one sided remote-memory operations than in terms of a two-sided message exchange).

One problem which is completely disregarded in any of the MPI standards though, is the issue of fault tolerance. The reasons given for this omission are generally quoted as follows [27]:

- standards rarely specify the behavior of erroneous programs or consequences of events beyond the standard (such as power failures)


```
#include "mpi.h"

int main(int argc, char* argv[]) {
    int numprocs, my_rank, some_data[5], piece_of_data;
    MPI_Init();
    MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
    MPI_Comm_rank(MPI_COMM_WORLD, &my_rank);

    if (my_rank == 0) {
        // sender
        // initialize some data
        MPI_Scatter(some_data, 5, MPI_INT, null,
                    0, MPI_INT, 0, MPI_COMM_WORLD);
    } else {
        // receivers - notice the collective nature of the call!
        MPI_Scatter(null, 0, MPI_INT, piece_of_data, 1, MPI_INT,
                    0, MPI_COMM_WORLD);
    }
    MPI_Finalize();
    return 0;
}
```

Example code for the scatter operation illustrated in figure 2.8. Code is given for both an evenly and an unevenly scattered array.

---

* failure of one process among a thousand during an MPI collective operation makes it very difficult to recover

When working with systems where communication between processes is guaranteed by the underlying operating environment, this offers maximal potential for implementing scalable and high-performance collective routines. Fault tolerance is an acute issue though when working with more loosely coupled environments, like a network of workstations. As our focus for this thesis lies with work on loosely coupled, heterogeneous, geographically distributed resources, fault tolerance becomes the natural focus for our next chapter.
Data is “gathered” from the memory spaces of all processes in the communicator into the memory space of the root process.

Figure 2.10: A gather operation

```
#include "mpi.h"

int main(int argc, char* argv[]) {
    int numprocs, my_rank, some_data[5], piece_of_data;

    MPI_Init();
    MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
    MPI_Comm_rank(MPI_COMM_WORLD, &my_rank);

    if (my_rank == 0) {
        // sender
        // initialize some data
        MPI_Gather(some_data, 5, MPI_INT, null, 0, MPI_INT, 0, MPI_COMM_WORLD);
    }
    else {
        // receivers - notice the collective nature of the call!
        MPI_Gather(null, 0, MPI_INT, piece_of_data, 1, MPI_INT, 0, MPI_COMM_WORLD);
    }
    MPI_Finalize();
    return 0;
}
```

Example code for the gather operation illustrated in figure 2.10. Code is given for both an evenly and an unevenly scattered array.

Figure 2.11: Example code for a gather operation
2.7. WHAT DOES MPI NOT DO?

Data items distributed over the memory spaces of different processes within the communicator are combined into one new value on the root process.

Figure 2.12: A reduction operation

```
#include "mpi.h"

int main(int argc, char* argv[]) {
    int numprocs, my_rank, reduced_data, piece_of_data;
    MPI_Init();
    MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
    MPI_Comm_rank(MPI_COMM_WORLD, &my_rank);

    if (my_rank == 0) {
        // receiver
        // initialize some data
        MPI_Reduce(NULL, &reduced_data, 1, MPI_INT,
                    MPI_MIN, 0, MPI_COMM_WORLD);
    }
    else {
        // senders - notice the collective nature of the call!
        MPI_Reduce(&piece_of_data, NULL, 1, MPI_INT,
                    MPI_MIN, 0, MPI_COMM_WORLD);
    }
    MPI_Finalize();
    return 0;
}
```

Example code for the reduction operation illustrated in figure 2.12.

Figure 2.13: Example code for a reduction operation
In this chapter, we will already try to answer at least part of our first research question: **with regard to MPI implementations: what are the current options w.r.t. fault-tolerance and MPI, what would be the best approach for the particular case of small research groups working with low-budget hardware.**

Since the introduction of MPI-2, the standard way of dealing with any MPI-related run-time error – not related to I/O – has been to invoke the error handler MPI_ERRORS_ARE_FATAL. (This was the unspecified default behavior of most MPI-1 implementations.) The result of this approach is that any fault which occurs during a non-IO MPI call will cause the running job to stop all computation and abort. (Due to their specific nature, the designers of the MPI-2 standard decided to use the error-handler MPI_ERRORS_RETURN for all MPI-IO related operations, as problems like disk failure might not directly influence the ability of modern hardware platforms to go on computing a job.)

It is possible for the user to override an error-handler, but the standard gives no guarantees whatsoever as to the further usability or stability of the MPI runtime after the fault was detected and the error-handler invoked. The intention for the introduction of error handlers in the MPI-2 standard was mostly to offer the user a way to salvage as much already computed data as possible before abort, rather than to provide a mechanism for fault-tolerance. Even so, the standard offers no certainties as to how much of the already computed data, if any, could potentially be saved.

### 3.1 General concepts

It might be useful to clarify some frequently used terms before going further into this subject matter.
3.1.1 Faults

A parallel computing system consists of multiple hard- and software components, which run a job. We say that a fault occurs when one of these components starts to function incorrectly during a job. In general, stating that a component fails means that it ceases to function at all, though the two terms are often used interchangeably. Obviously, failure always implies a fault as “ceasing to function” is clearly a form of incorrect behavior. Faults might occur in hardware components (hardware-level faults) or in software components (software-level faults). A fault in one component might eventually lead to faulty behavior in another, causing a fault cascade.

Parallel hardware will generally consist of computing components (nodes), connected by linking components (links). Thus, hardware faults will generally be classified as node-level faults if they occur in a computing component, or link-level faults if they occur in a linking component. Depending on the context, a third type of hardware fault might be discerned: storage-level faults can occur when the parallel computer uses storage components that function independently from the nodes, e.g. elements within a Storage area Network (SAN). (On an abstract level, independent storage components might be seen as a special type of node, with the connections of the SAN itself being a special type of link). Hardware-level faults might be caused by many circumstances, such as natural wear (e.g. the component is simply too old), failure in supporting hardware (e.g. overheating due to failed air-conditioning) or external actions (e.g. accidental cutting of a network cable).

A job consists of one or more processes, which communicate through messages. This implies that software faults can generally be divided into process-level faults – faults within the regular execution process of a job – and message level faults: faults with the regular transmission of messages. Process-level faults can be the result of a fault cascade caused by hardware-level faults (e.g. because of failure in the node running the process), they can be caused by problems with supporting software components (e.g. bugs in the operating system), or they can be the result of bugs in the software component itself (e.g. buffer overflows, memory leaks, ...). Message-level faults will generally be the result of a fault-cascade involving earlier node-level, link-level or process-level faults or of faults in supporting software components (e.g. a bug in the IP stack).

3.1.2 Fault-detection

It is important to note that faults are not automatically detected by the system. This is the responsibility of fault detection components, which might be supported both in soft- and hardware. Some types of faults will be very hard to detect, because, even though the failing component produces no – or faulty – output, it will outwardly still behave as if it works correctly (e.g. a faulty network interface, which still receives and transmits but invisibly corrupts data in the process). We refer to these deviously undetectable errors as Byzantine failures.
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3.1.3 Fault-tolerance
When a fault occurs during a job, this creates an exceptional situation with potential
effects on further execution of the job. If this situation remains undetected and
unhandled, this will normally lead to an error, as regular execution of the job can
no longer be expected to consistently produce correct results. Erroneous behavior
might lead to the production of incorrect output, and/or the loss of the ability to
produce some or all output.

We say that a system is fault-tolerant if it is able to consistently experience one or
more faults – perhaps only in certain components – without producing errors. From
this, it becomes clear that fault-tolerance can come in many degrees, depending on
how many faults can be handled, and in which components. If a system supports
node-level fault-tolerance, it is able to survive one or more node-level faults without
producing errors. Likewise, link-level fault-tolerance implies that a system is able
to survive one or more link-level faults, process-level fault-tolerance the ability to
survive faults in one or more processes and message-level fault-tolerance that the
system knows how to deal with one or more faulty messages.

It is obvious that decent process-level fault-tolerance will require at least some de-
gree of node-level fault-tolerance, just as comprehensive message-level fault-tolerance
will require some link-level fault-tolerance. This line of reasoning also makes it clear
that fault-detection is crucial to the issue of fault-tolerance. A system will never be
able to consistently handle faults if it doesn’t know that a fault happened to begin
with.

3.2 Viability of the standard MPI approach

3.2.1 Monolithic architectures
The current MPI approach is quite reasonable within the context of highly integrated,
monolithic MPP like architectures which mostly use shared memory at the hardware
level. An MPI-level fault in one of these machines will, excluding bugs within the
MPI implementation itself, most probably indicate some kind of grave hardware-
level fault. A fault like this will likely endanger the integrity of the machine as a
whole. Such acute problems will make it extremely unwise to go on with any running
job. Depending on the particular hardware problem, there might even already be a
realistic chance of data corruption. In this case the best approach would naturally
be to bring the machine down, and any running jobs with it.

However, when dealing with parallel computing platforms which use intercon-
nected, independent computing “nodes” with their own CPU and memory (dis-
tributed), as have been becoming more and more popular over the last 10 years
[7], things change. Paradoxically, the situation becomes both more complex and
potentially less dramatic as a wide array of measures might be taken to make such
systems more robust.
3.2.2 Modular architectures

Within the context of modern day distributed memory parallel architectures, non-Byzantine node and link-level faults will generally not result in destabilizing the parallel computer as a whole. Under normal circumstances, computing might go on using any remaining active nodes. For example, this comes natural to cluster systems, as each node in a cluster is an independent computer. Normally, failure of a single node will not directly influence the stability of other nodes in the network. Lately, even the more tightly integrated supercomputers have been sharing in this ability, as research into hardware modularity has led to massive improvements in uptime [8]. To illustrate the efficiency of modular design with regard to node-level fault-tolerance, consider the following example: it is estimated that the 1 petaflop Cray “Baker” system with around 25,000 nodes, scheduled to go into service at ORNL in 2008, will suffer an average failure rate of 10 nodes a day. Still, even under such circumstances, the machine will be able to run without global downtime for an average of days [69]. Note that we are purely discussing fault-tolerance at the hardware and OS layer in this case – node failure will influence any running processes on the failed node. In other words, they support node-level fault-tolerance at the platform-level (OS), but not at the MPI-level. This is a fact which we will come back to in the next section.

Depending on the particular system architecture, link-level faults can be dealt with as well by providing backup-links in the networking fabric and/or by re-routing calls to circumvent broken interconnects. Careful design of the interlink structure and communication patterns will be able to overcome even multiple failures at the hardware level before the communication fabric effectively splits. Hypothetically speaking, pathological link failure on such a scale probably points towards technical causes that would likely lead to global machine failure anyhow.

3.2.3 Byzantine failures

Byzantine failures are harder to detect and handle, but even these are not necessarily unrecoverable. Problems with unstable – but still active – memory or network modules might lead to data corruption. A detection mechanism like CRC checking makes it very likely that such failures are discovered, and possibly even corrected, in time for the OS to take appropriate action without taking the system down as a whole [51].

The possibilities for fault-tolerance at the hardware level created by these modular parallel computing architectures force us to take another look at the issue of fault-tolerance in MPI, as it currently doesn’t allow for effective use of the hardware-level fault-tolerance features of the new modular parallel computer designs.

3.2.4 The necessity of fault tolerance

Bringing fault-tolerance into MPI is not a straightforward matter. As was mentioned earlier, fault-tolerance at the system-wide scale does not change anything about the loss of data which occurs during node failure, or the loss of messages during a failure at the link level. The MPI standard does currently not include any features to deal with the loss of processes or messages from an active runtime. No matter how long
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The parallel computing system as a whole manages to stay up and running at the hardware level, the previously quoted 10 node failures per day will bring any MPI job using those nodes to halt with a very real risk of losing all previously computed data. In other words: the global system might remain stable for days, but any MPI application using all available resources will statistically last no longer than a few hours. This is, of course, unacceptable.

All of this makes the question of how to integrate fault tolerance with MPI into a very active research topic.

3.3 Process-level fault tolerance

3.3.1 Process-level fault-tolerance in MPI

Any discussion on adding process-level fault tolerance to MPI will eventually lead to a divergence into two distinct practical approaches.

“Do it at the MPI-level”

The first philosophy states that actually, the issue of fault-tolerance should not be the problem of parallel software writers, nor should it be something which the MPI standard itself has to worry about. Fault tolerance should be provided at a lower level, invisible to the user, within the parallel computing middleware. In other words: *fault tolerance is not a problem of MPI-based software or even the MPI standard itself – it is a feature that should be transparently provided by an appropriate MPI implementation*. We will refer to the proponents of this perspective as the school of transparent fault-tolerance. The idea of transparent fault-tolerance is very attractive for several reasons. For one, a transparently fault-tolerant MPI implementation removes the need for any changes to the current MPI standard. Additionally, any regular MPI-based software which is run on such an MPI implementation will automatically and immediately become fault-tolerant, without any need for changes to the code-base of the parallel software itself.

According to the school of transparent fault-tolerance, the need to actually provide fault-tolerance at the application level would place an unwanted burden on parallel software developers. It would make the task of writing correct, efficient parallel software even harder than it currently already is. As well, the added complexity would naturally come with a price in terms of performance and an increased chance of bugs. The combined weight of all these significant arguments has led most researchers currently working on the issue of bringing fault-tolerance into MPI to focus their attention on this particular approach. Research in this area mostly focuses on two techniques for adding transparent fault-tolerance to MPI implementations: checkpoint-restart and message logging.

“Do it at the application level”

The second philosophy, takes an approach which is pretty much opposite to the one advanced by the school of transparent fault-tolerance. The responsibilities for
fault-tolerance, from this perspective, are mostly put into the hands of the parallel application itself. According to this line of reasoning, MPI should provide only minimal “direct” fault-tolerance of itself. Instead, it should offer application developers a practical toolbox of methods for handling faults within the application itself. Briefly: *fault tolerance is an application-dependent issue – the MPI runtime itself should only provide a basic ability to survive the loss of nodes and/or links, leaving the mechanics for recovery of data or the process of resuming computation after an error up to the specific application.* We will refer to followers of this approach as the school of **application-controlled fault tolerance.**

This approach has a number of ramifications – for one, it will require additions to the current MPI standard. For example, the MPI standard does not specify the required behavior of the MPI runtime in case of node-level failure. Such questions as to what should happen to communicators containing the failed node, or collective communications involving a failed node, require a definite and unambiguous answer within the MPI specification. For another direct implication, requiring programmers to take care of fault-tolerance themselves will naturally increase the complexity of parallel code in comparison to that of current MPI-based software.

Supporters of application-controlled fault-tolerance in MPI, however, bring up a number of points to their defense. First, they reason that different applications will have different needs in terms of fault-tolerance. While the transparent approach is generic, it is also quite complex - more complex than a lot of applications might require. A farmer-worker type of problem for example, would be rather simple to recover in case of failure in one or more of the workers: it would only require the farmer to resend the task data that did not return a result due to the crash, either to a re-spawned version of the failed process, or by re-dividing it among the remaining worker processes. In this case, some kind of checkpointing is only necessary for the farmer. Another example includes a class of algorithms for solving partial differential equations referred to as “naturally fault-tolerant”. Based on mesh-less methods and chaotic relaxation, these algorithms will converge correctly even when a marginal number of processes is lost – a marginal number of processes in this context can still be 100 process failures in a 100.000 processor job [57]. Last, but not least, PVM users have actually been doing application controlled fault recovery for years [58]. This is, in fact, one of the main reasons for many research groups to prefer it over MPI. This proves the feasibility of the approach for at least a wide range of problems.

### 3.3.2 Transparent fault-tolerance

All current MPI implementations which offer transparent fault-tolerance use some form of checkpoint/restart or log-based recovery scheme [63]. We will describe these recovery techniques in some detail in the following two sections. The basic idea here is that the failed process is restarted and then “fast-forwarded” to its last known consistent state. This requires that the MPI run-time collects and retains data on the state of various processes running at any time during execution. This is a process which will naturally require resources in terms of storage and CPU time, while potentially interfering with the regular execution of other processes in a job, i.e. because some of these techniques require that all processes in a job (including
the ones that did not fail) synchronize on a globally consistent state.

**Checkpoint/restart-based recovery**

Checkpoint-restart systems in general keep track of a process by periodically making an image (or *snapshot*) of the process that is to be protected (checkpointing). This snapshot contains all necessary information on the state of the process in order to restore it to its exact shape at the time of checkpointing (data in memory, register values, ...). This data is then written to some form of stable storage. In case of process failure, the snapshot is retrieved from stable storage and the process is immediately restored (rolled-back) to its last registered consistent state directly from its snapshot [30]. Many implementations of checkpoint/restart systems are available such as libckpt [33], Condor [32], CRAK (Checkpoint/Restart As a Kernel module) [34] and BLCR (Berkeley Lab’s Checkpoint/Restart) [31]. These differ in many ways, including the way in which process state is preserved, how much of it is retained, the way in which it is stored, APIs etc.

As they consist of multiple, partly independent processes, parallel applications will require special checkpoint/restart protocols that make a global snapshot of the application. This is accomplished by taking the union of the individual snapshots, accounting for global state [29]. The two most popular methods used for current fault-tolerant MPI implementations are uncoordinated and coordinated checkpointing.

**Uncoordinated checkpointing** [30] leaves the decision on when to make a snapshot up to each individual process. The advantage of this approach is that each process can checkpoint whenever it is most convenient, for instance when the amount of state data to be saved is small [64]. Its major disadvantage is its vulnerability to the so-called *domino-effect*.

The domino-effect describes a situation in which restart of the failed process will force other processes to rollback to a previous snapshot as well because of shared dependencies, one after the other until the global state is effectively returned to the starting position [39]. A simple example involves one process checkpointing before receiving a message from another and crashing after receiving his message but before new snapshot can be taken. Simply restoring the crashed process to the checkpoint will lead to an inconsistency in global state, as the restored process will be unaware of the lost message while the other will actually consider it sent and received. Thus, the other process has to be rolled back as well, creating a further opening for situations of this kind, potentially all the way until the application loses all the work performed before the failure.

Other problems with uncoordinated checkpointing include the fact that checkpoints might be taken which will never be part of a globally consistent state and the issue that multiple checkpoints need to be maintained for the same process, all of these being associated with a cost in storage and CPU resources, complicated further because some form of non-trivial garbage collection will be required.

**Coordinated checkpointing** [30] attempts to solve these problems by centrally forcing the checkpoints of all processes to form a global consistent state. This means that there will never be useless checkpoints, as well as simplifying recovery by re-
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moving the threat of the domino-effect, since every process can simply roll back once to the most recent checkpoint. Another advantage is that only one checkpoint needs to be maintained per process at a time, removing the need for garbage collection. The main disadvantage is that committing output is hampered by the need to globally commit a checkpoint before output in order to maintain guaranteed consistent output.

In its simplest form, a single coordinator tells all processes to block all communications during the snapshot and confirm successful completion of a tentative checkpoint using some kind of two-phase-commit protocol [40]. This approach generates a lot of overhead though, and non-blocking schemes are preferable [41]. Distributed snapshot [29] and checkpoint indices [42] are examples of such non-blocking coordinating protocols. Loosely synchronized clocks can also facilitate checkpoint coordination [65].

In general though, “vanilla” coordinated checkpointing will always require all processes to participate in every checkpoint, with possibly severe consequences in terms of scalability. Some optimization of the number of checkpoints that needs to be taken might be possible, based upon what communication happened since the last global checkpoint [66].

Log-based recovery

Log based recovery protocols model process execution as a sequence of deterministic state intervals, each initiated by the execution of a non-deterministic event [43]. These non-deterministic events have traditionally been identified with message receipt [45, 43, 44], giving rise to the more common descriptor of “message logging protocols” for these recovery schemes. (In this context, it is important to note that sending a message is not non-deterministic.) Message logging techniques are based on the premise that a log entry on all non-deterministic events (messages) can be registered onto some kind of stable storage (also called committing). In case a process fails, it can simply be restarted from scratch, and restored to its most recent recoverable stable state by replaying all of its log entries. In practice, all message logging protocols employ some kind of checkpointing as well to reduce the impact of log replaying during recovery.

Pessimistic logging protocols assume that failure can occur after any message receive and therefore, that no message should be allowed to influence the system before being logged. Thus, in their most straightforward form, pessimistic message logging protocols will synchronize log commits with all message events. Hence, pessimistic logging is also referred to as synchronous logging. These protocols assume that failures will happen in any place, at any time and with any frequency – an assumption which is “pessimistic” since, in reality, failures should be rare. This approach implies that all effect of failure and recovery are confined to the failed process only. As well, the state of a recovered process will always be consistent within the context of global state as it will always be recovered to a state including its last interaction with any other process or with the outside world. These are both highly desirable features [67].

These advantages come at the price of performance. Each write operation to
stable storage will consume more time than regular operations in volatile memory, and latency will be incurred on any individual write operation. Thus, pessimistic message logging will effectively maximize the amount of time lost to committing log entries by not allowing log entries to accumulate before commit. Implementations must therefore use some kind of special technique to reduce the impact of logging on performance. Some protocols use special hardware to accomplish this goal [45, 46]. Others limit the number of failures that they are able to handle simultaneously [49, 48], or relax the requirement of logging atomicity [47, 48].

**Optimistic logging protocols** do allow log entries to accumulate in volatile memory, only periodically flushing them to stable storage under the “optimistic” assumption that logging will complete before a failure occurs. Thus, as logging is not synchronized with messaging, this approach is also known as *asynchronous logging*. This allows the protocol to minimize time loss due to commit latency, as well as enabling processes to continue computation before a log entry has been written. Log entries can be committed when it will have the least impact on performance, and therefore, applications will incur little overhead from it. Recovery does become more complex though.

Most importantly, optimistic logging allows for the creation of “orphans” - processes which are no longer consistent with the global state of the application after recovery of the failed process. For example, after recovery, a failed process might be unaware of a message receipt which was not committed to log in time, while other (surviving) processes will be aware of sending the message, forcing these processes to roll back as well. Thus, in order to achieve consistency, optimistic logging protocols will have to roll back orphan processes until their state does not depend on messages which have not been logged. This implies that, contrary to pessimistic logging schemes, optimistic logging protocols need to retain multiple checkpoints of the same process at the same time.

**Examples of transparently fault-tolerant MPI implementations**

A few MPI libraries have attempted to integrate (a selection of) these techniques in various ways [63]. Starfish [35] provides support for coordinated and uncoordinated checkpointing. MPICH-V [36] combines an uncoordinated checkpoint/restart protocol with message logging to account for process state. CoCheck [37] uses a coordinated checkpoint/restart protocol with the Condor checkpoint/restart system. LAM-MPI [38] distinguishes itself from these previous examples, which are all tightly coupled with one specific checkpoint/restart system, by providing a modularized approach which allows for integrating multiple checkpoint/restart systems into its code base. LAM-MPI however supports only coordinated checkpointing. OpenMPI [68] is a joint research project into combining the efforts from some of these systems into a single new, unified, next-generation MPI implementation. OpenMPI requires the ability to support multiple checkpoint/restart services (BLCR, libckpt, ...) and a variety of checkpoint/restart protocols (coordinated, uncoordinated, ...), including the ability to support checkpointing on heterogeneous systems which combine different checkpoint/restart services.
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Issues with transparent fault-tolerance.

Though a lot of problems with transparent fault-tolerance have been solved, the current evolution of parallel hardware might be threatening its fundamental principles. The amount of processing units in a single machine keeps on rising. Practical plans for petaflop-scale computers in the near future are a reality. But parallel computation at this size brings about a number of new problems. A critical issue with machines of this size is the decreasing Mean Time To Interrupt (MTTI) [57].

Going back to the example of the planned 1 petaflop Cray “Baker” system at ORNL: at an average failure rate of 10 nodes a day, a single job running for a week could crash 70 times before delivering a result. In this particular case, the transparent approach is estimated to require checkpointing about every 20 minutes with snapshots of up to 150 TB. Knowing that the system will “only” have about 175 TB of storage in total, and taking into account (a) the time needed for checkpointing and (b) the actual computing time lost due to the failures themselves, one might wonder if there will be any storage space or CPU cycles left for actual computing [69].

Projecting from existing supercomputers, a 100,000 processor supercomputer with all associated support systems could see a failure every few minutes [57, 69]. In fact, IBM warns users of the BlueGene/L supercomputer that “faults are expected to be the norm, rather than the exception” [28]. As the amount of processors goes up, the MTTI decreases while the time to checkpoint will increase. This is illustrated in figure 3.1.

![Figure 3.1: Crossover of Mean Time To Interrupt and Time To Checkpoint](image)

At current rates, some authors [69, 28] estimated MTTI and TTC to cross over around 2009. At such a point, checkpointing an application on the largest machines would effectively take longer than the time between two failures.
The good news is that currently (2009), MTTIs turn out quite a bit better than expected at the time of the cited studies. However, they still remain on the decrease. More importantly, due to the simple realities with regard to systems of ever growing complexity, there is no reason to expect that this trend will turn around. Thus, the concerns raised remain valid – even if the advances in current technology have proven able to temporarily buy us some extra time.

3.3.3 Application-controlled fault-tolerance

In order to enable application developers to take on fault handling themselves, we require an answer to three fundamental questions: (1) how can we detect a failure, (2) how do we notify an MPI application process of this failure, and (3) how can a developer make the process able to recover from the failure? Support for the first problem would require some kind of failedetection within the MPI implementation. The second problem could be resolved by defining an appropriate special error code, or by using the mechanisms for supporting user-defined error handlers. Assuming that this gives us an adequate answer to the first two questions, let’s assume the abstraction that a process changes state from “no failures” to “failure recognized” when it is notified of the failure. We are then confronted with another set of three questions: (1) what are the necessary steps and options that an application process must take in order to start the recovery procedure and bring itself back into “no failure”, (2) what is the status of MPI objects after recovery and (3) what is the status of ongoing communication and messages during and after recovery? [60]

Research into application controlled fault-tolerance has been sparse up till now. Actually, there is currently only one research project which has seriously investigated these questions: the FT-MPI project of the Innovative Computing Laboratory at the University of Tennessee, Knoxville (UTK) [59].

FT-MPI: overview

The FT-MPI project covers a double effort.

First, it is an extension proposal to the current MPI standard adding elements to cover the issue of fault-tolerance [60]. This part of the MPI project is basically a text which, just like the MPI standard itself, puts as little emphasis as possible on implementation or platform-dependent issues. The extension proposal covers the basic answers to the questions above and introduces a number of “modes” for application recovery, MPI object recovery and message recovery (both point-to-point and collective), all of which define how an application will eventually recover from a fault. It puts an emphasis on adding as little as possible to the original standard to ensure that any software written for regular MPI will also function on FT-MPI, and vice-versa – albeit of course without fault-tolerance.

Second, the UTK provides a reference implementation of MPI-1 and selected parts of MPI-2, incorporating the features in said extension [62]. Packed with the reference implementation come a number of example implementations for a diverse range of problems, demonstrating the ability of FT-MPI to effectively render these algorithms fault tolerant at a minimal cost in terms of performance [61].
The FT-MPI specification
The only assumption which the FT-MPI specification makes is that the run-time environment effectively discovers failures.

Following this, all remaining processes are notified of the failed process through the usage of a special error code. As soon as a process receives this notification, it changes state from “no failures” to “failure recognized”. While in this state, the process is restricted in the types of actions it can perform, depending on initial parameters chosen by the administrator of the parallel application at startup. Basic functionality of FT-MPI is covered by 4 distinct operational “modes”. The FT-MPI spec does not define how to initialize these modes for an application, as this procedure will be platform-dependent.

The recovery mode covers all of the steps needed to bring the process back to “no failure”. FT-MPI provides 3 modes for recovery. First, there is the automatic recovery mode `FTMPI_RECOVERY_MODE_AUTO`, where recovery is started automatically by the MPI run-time as soon as a failure-event has been recognized. After recovery has successfully finished, the error handler of MPI_COMM_WORLD is called (as other communicators will have seized to exist at this point in time – see the paragraph on the communicator mode for further explanation). Second, there is a manual recovery mode called `FT-MPI_RECOVERY_MODE_MANUAL`, where the application itself has to start the recovery procedure through the usage of a special MPI function. In practice, the MPI run-time calls the error handler attached to the current communicator – the user is however not allowed to call any MPI communication function before recovery has been started. Finally, there is a mode `FTMPI_RECOVERY_MODE_IGNORE`, where recovery does not have to be initiated at all, but any communication to a failed process will raise an error (point-to-point communication, collective communication and communicator creations).

The communicator mode describes the way in which FT-MPI recovers MPI objects, more specifically MPI_COMM_WORLD. All communicator modes will (a) recover all objects which only contain local information, and (b) recover no objects which contain global information, with the exception of MPI_COMM_WORLD – such objects are “destroyed” during recovery, and only objects available after MPI_Init (i.e. MPI_COMM_WORLD and MPI_COMM_SELF) are re-instantiated by FT-MPI. The communicator mode thus effectively describes various ways in which to rebuild MPI_COMM_WORLD after failure.

Using the mode `FTMPI_COMM_MODE_REBUILD`, FT-MPI will replace the failed process by a new one (which will all be started from line 1, i.e. no checkpoints). All surviving processes retain their original rank, but no guarantee is given as to which resources the new processes are allocated to. Instead of replacing the failed process, a user can leave the ranks of failed processes blank using `FTMPI_COMM_MODE_BLANK`. The size of MPI_COMM_WORLD will remain unchanged, but the failed processes are “blanked out”, i.e. any point-to-point message sent to them will not raise an error – but won’t transfer any data either. Any receive posted on any blanked out process will return a null-status and leave the receive buffer unchanged. Collective operations will act as if the process simply didn’t exist. Alternatively, the user can also request that FT-MPI compacts MPI_COMM_WORLD
in order for it to remain contiguous using \texttt{FTMPI\_COMM\_MODE\_SHRINK}. The
size of \texttt{MPI\_COMM\_WORLD} will be adjusted to the number of surviving pro-
cesses. This might alter the ranks of surviving processes, but the original sequence
is guaranteed to be identical to the situation before recovery. Finally, FT-MPI re-
tains a mode called \texttt{FTMPI\_COMM\_MODE\_ABORT} for backward compatibility,
which will abort execution gracefully if one or several processes have failed.

The message mode controls the expected behavior of messages before, during
and after recovery. It defines the way in which FT-MPI treats messages which are
“on the fly” when a failure occurs. In general, all message modes will discard (a)
all messages from and to dead processes and (b) all collective operations. Using
\texttt{FTMPI\_MSG\_MODE\_RESET}, all ongoing and posted messages will be discarded
as soon as a recovery operation has been started. In \texttt{FTMPI\_MSG\_MODE\_CONT},
anymessages sent from a surviving process to a surviving process before the failure will
be delivered after recovery. The user has to take care that in this case, the commu-
icator is reconstructed in the identical order as used previously. Message originator
and destination will be adjusted by FT-MPI when needed to reflect any potential
new situation after failure when using \texttt{FTMPI\_COMM\_MODE\_SHRINK}.

The collective mode, finally, determines the guarantees given for collective op-
erations. While it is not very complex to define when a point-to-point operation has
failed, it is more difficult to provide a similar definition for collective operations. One
has to take into account that the MPI standard does not guarantee that collective op-
erations synchronize all participating processes on receive (which is not desirable in
regular, fault-less cases because of the associated cost in performance). So, although
all collective communications ongoing during a failure are discarded, it might happen
that some processes manage to complete the operation successfully (before failure)
while others (after failure) can’t. This would lead to inconsistency in the code re-
turned to all participating processes. FT-MPI offers users the choice whether they are
willing to risk this possibility or not. Using \texttt{FTMPI\_COLL\_MODE\_NONATOMIC},
no guarantees are given - some processes might report that the operation has suc-
ceded while others report an error. Under \texttt{FTMPI\_COLL\_MODE\_ATOMIC}, all
collective operations are guaranteed to be atomic, i.e. all processes will either will
report either success or failure, at the possible cost of memory consumption and
higher execution times.

Although the current spec does cover most issues, some items do currently re-
main open for discussion. One example is the question on how to handle non-
blocking receives from a failing source using wildcards while employing message mode
\texttt{FTMPI\_MSG\_MODE\_CONT}. After failure, an implementation will not cancel the
receive, unaware that it is actually, but implicitly, directed to a source which has
failed and will thus never be sending it. This would lead the application to deadlock.
Another example directly relates to the fact that error handlers were originally never
designed with actual fault-tolerance in mind. Its major drawback is that just one
error handler can be registered at a time. This hampers the ability of FT-MPI to
be used in writing fault-tolerant libraries: any library, given a sub-communicator at
initialization, will normally duplicate it in order to avoid collisions with application
messages. If both of these register their own error handlers to deal with failures,
the library will replace the error handler instantiated by the application. FT-MPI suggests possible solutions for these problems without conflicting with the current MPI standard. It is clear however, that – in some cases directly related to MPI’s current functionality as with the example of error handlers – resolving some of this issues will require clarifications or adaptions to the current mechanisms.

FT-MPI in practice
Analogous to the short MPICH2 case study at the end of the previous chapter, this section gives an example illustrating the practical side of running FT-MPI. As in the previous example, the reference platform will be a cluster of Linux-based machines, connected TCP/IP sockets over Ethernet.

This section will purely give an overview of how to set up FT-MPI and run programs with it. It will not go very deep into the precise mechanisms that make up the FT-MPI runtime: this topic will be covered in more detail in the next chapter. Likewise, this section will also stay clear of discussions on the programming techniques needed to make use of FT-MPI’s fault-tolerance features: these will be described in the chapter 5.

Administrative issues
Installing FT-MPI requires downloading and installing the precompiled binaries available from the web – alternatively, a system administrator can also download and compile FT-MPI directly from the source code. As with MPICH2, the binaries have to be made available to all of the different machines in the cluster, either by uploading or through some sort of shared folders.

For administrative purposes, FT-MPI bundles computing nodes into an abstract entity called a virtual machine (VM) (cfr. PVM). In order to be able to run jobs on the cluster, the administrator will first have to add the nodes of the cluster to a VM.

In practice, this comes down to running a daemon (called the startup-daemon) on each of the nodes. Analogous to MPICH2, FT-MPI uses these daemons for scalable startup of large MPI jobs. The administrator can add a machine to the VM by bringing up the necessary daemons manually on each node, or by using the FT-MPI console.

The console offers a PVM-like interactive, textual, menu-based user interface for performing a diverse set of VM management tasks. This includes individual menu entries for adding hosts to the VM, removing them from the VM, getting an overview of jobs running on the VM, killing individual processes within the VM etc.. The console can be started from the command line using the command `console`. This will start up the console with a default VM. Usage of the console is mostly self-explanatory. Once the administrator has set up a VM, the user can use it to run MPI jobs.

User issues
A user can now write, compile, link and run MPI programs on the cluster. Writing regular MPI programs is done as presented in the many code examples given in chapter 2. Regular MPI programs will run seamlessly on FT-MPI. MPI programs can be compiled and linked using two scripts called `ftmpicc` and `ftmpif77` for C and Fortran77 respectively.
After compiling and linking, the user can run the program from a master node of his own choice by using the command `ftmpirun`, adding a flag `-np` (compare with the `-n` flag of MPICH2) to denote the number of processes that will run for the job. As with MPICH2, the number of processes need not match the number of nodes in the ring – if there are more, they will wrap around. Adding to this, the user can pass `-msg_mode` and `-comm_mode` flags which specify the respective FT-MPI modes to be used at startup of the job.

When the job finishes, it will send output to `stdout` of the chosen master node.

3.4. MESSAGE-LEVEL FAULT TOLERANCE

Most current research on fault tolerance in MPI has focused on the issue of process-level fault tolerance, intrinsically assuming all communication channels to be reliable. This premise is rather optimistic in the context of very large parallel computing systems. A few examples of research being done in the area of message-level fault tolerance do exist however. MPICH builds its parallel runtime environment on top of an entity referred to as the Multi Purpose Daemon (MPD) [56], which provides scalability and a degree of fault-tolerance for internal communications by using a ring topology for some operations and a tree topology for others. Another example of research in this area, currently under development within the context of FT-MPI, specifies a protocol for broad- and multicast type internal communications of a parallel system merging both tree and ring structures into a single communication fabric to circumvent faulty links [55]. The most prolific research project to investigate message-level fault-tolerance is probably LA-MPI [51], and due to the scope of its approach deserves to be expanded upon a little more further.

3.4.1 LA-MPI

Development of LA-MPI was driven by the rationale that most individual components are typically manufactured for small or desktop systems with a relatively high tolerance for faults. When these components are aggregated in to large HPC systems however, system-wide error rates may be too great to successfully complete a long application run [54]. LA-MPI relies on the availability of hardware-level redundancy and end-to-end data checking to provide fault-tolerant data delivery and guaranteed message integrity to MPI applications.

Redundancy of NICs and links has been a regular feature of modern parallel hardware for quite some time now. This theoretically allows software to fail-over from one network device to another when the first is generating too many errors and to reroute messages around faulty links. Sadly, not too many MPI implementations have been making use of these abilities up till now. LA-MPI internally uses the concept of generic “paths” as a hardware-independent abstraction to deal with these capabilities. This allows both for improved performance as well as for fault-tolerance. When all paths between two processes are available, a message can be striped over multiple paths for increased bandwidth. When a path becomes unavailable because
of failure, recovery can be done by re-routing data over (an) other path(s) [53].

At the software level, a combination of retransmission protocols and CRC checking is used to ensure both reliable message delivery and message integrity. The designers of LA-MPI decided not to use TCP because of performance issues: TCP/IP is a rather heavyweight protocol, designed to handle unreliable, inhomogeneous and oversubscribed high-latency networks. In contrast, LA-MPI aims mostly for the cluster market where networks feature – and applications require – very low latency over a range of different network devices (e.g. Myrinet, Quadrics, Gigabit Ethernet, ...). Therefore, LA-MPI uses a lightweight and highly efficient (though more limited) checksum/retransmission protocol of its own. The LA-MPI reliability layer is implemented in user space, with the ability to disable checksumming at run-time for additional performance at the cost of guaranteed data integrity [52].

3.5 Conclusion

After taking a good look at all the options available, we can already state an answer to some parts of our first research question:

- **Concerning MPI implementations: what are the current options w.r.t. fault-tolerance and MPI?**
  First, a prospective user must investigate the kind of fault-tolerance needed for his particular application. There are two kinds of fault-tolerance that can be supported (both if required): (1) process-level fault-tolerance deals with faults occurring at the process level, i.e. processes becoming unavailable in any way (e.g. crashing); (2) message-level fault-tolerance, which is concerned with handling faults occurring at the communication level. Concerning process-level fault-tolerance, there are two major philosophies: (1) transparent fault-tolerance assumes that fault-tolerance is the responsability of MPI itself, that it should run within basic MPI and that the developer / user should not be aware of the availability / absence of fault-tolerance features; (2) application-controlled fault-tolerance requires some additions to MPI, but allows the developer to provide a parallel application with made-to-order fault-tolerance, with minimal overhead – basically, this is the PVM philosophy as applied to MPI.

- **What would be the best approach for the particular case of small research groups working with low-budget hardware.**
  Given that the type of low-cost clusters we are looking at is running on top of TCP, message-level fault tolerance is already covered by our communication substrate. This leaves us only with the need for process-level fault-tolerance. Transparent process-level fault-tolerance has the major advantage that it requires no intervention on the application level; however, it comes with a major, per-processor overhead which actually grows with the size of a job. Given the limited means that we are looking at, said overhead is unacceptable. Hence,
application-controlled fault tolerance becomes pretty much the only valid approach for our purposes...
After the advances we were able to make in the previous chapter, we are left with only the last part of our first research question left unanswered: *what yet remains to be done in the area of fault-tolerance to make fault-tolerant use of MPI a valid approach?*

Some time into the first year of our research, after a lot of discussion about the means at our disposal, we had come to the conclusion that FT-MPI was pretty much the only platform to offer the features that fit the problem we were investigating. However, while further investigating FT-MPI from a practical angle, we found out that it also lacked a number of capabilities that were necessary for our purposes.

Specifically, we were investigating methods for bundling loose collections of resources into a single, relatively cheap and light-weight computing platform. These resources could be expected to be spread over multiple networks, at multiple separate physical locations and in different administrative domains. This is where FT-MPI falls short: it was specifically designed to function on full cluster systems and MPPs – which are situated single locations and are generally covered under single administrative domains.

The resources that we were looking at weren’t easily forced into such a straightforward model. Moreover, we didn’t feel comfortable about setting up heavily centralized control structures like campus-wide – or even cross-campus – VPNs. One of the solutions that seemed close to what we wanted done was grid technology. With the release of the OGSA [103], a standardized approach had finally been put down for accessing grid infrastructures, encompassing a great number of disparate resources, spread over multiple locations. However, setting up an OGSA-based grid still requires an amount of centralized coordination that went too far for our tastes.

Another solution that we came across during our “study-round” was the Harness meta-computing framework. Although interesting in its own right, it did not quite fit our requirements either. But it did lead us to discover a follow-up project to Harness that had been in the works at Emory University’s Distributed Computing Lab (DCL),
under the auspices of Prof. Sunderam. This project had resulted in the creation of the H2O metacomputing framework. H2O seemed an ideal complement to our needs: a light weight infrastructure for building self-organizing, grid-like computing frameworks.

Our interest in the H2O framework led to mutual contacts, and said contacts eventually led to a research visit in the beginning of the year 2005. Our cooperation on H2O and FT-MPI could actually build on earlier research done at the Emory DCL, and led us to identify other issues with FT-MPI that needed resolving. These issues mostly revolved around FT-MPI’s name service component.

Specifically, we discovered that FT-MPI employed a name service for retaining state data, which was prone to bottlenecks and suffered from limited scalability when used on “scattered” resources spanning multiple locations and administrative domains. In other words: exactly the kind of resources we were trying to use. Moreover, the name service constituted a single point of failure for the whole of the FT-MPI distributed virtual machine.

Our mutual work in Atlanta would concentrate on a fix for these issues, using the H2O framework to our advantage. Naturally, straightforward access to name services – both from the FT-MPI runtime and H2O – would be crucial a element in our research. With H2O being developed in Java, it was logical for us to seek among the diverse Java APIs to work out a solution. In particular, Java’s JNDI API seemed like an interesting starting point – and indeed, it would prove to be the key to our eventual results – results which were, eventually, put down into two Springer / Lecture Notes on Computer Science publications.

The layout of the rest of this chapter will be as follows: 1) in a first section, we elaborate on the H2O meta-computing framework and its qualities, 2) in the following section, we will provide documentation on the JNDI API, and 3) in the final section, we provide a full explanation of the issues with FT-MPI’s name service and offer insight on the way in which we combine both H2O and JNDI with original work to tackle these issues. We conclude the chapter with the full content of the two papers which resulted from our work.

4.1 The H2O meta-computing framework

One of the cornerstone technologies we use for bringing FT-MPI to our specific type of target resources is the H2O meta-computing framework. In short, H2O’s design goal revolves all about aggregating heterogeneous disparate resources, potentially spread over multiple geographic locations, into a custom, “made-to-order” computing framework. In the following sections, we will be describing the H2O framework: its origins, its basic tenets and some details on its architecture, as well as the way it fits into our research.
4.1. Background

Before elaborating on the design goals that underly the H2O meta-computing framework, it is perhaps appropriate to first define what exactly constitutes a “meta-computing framework”.

In short, a meta-computing framework is a framework for building computing frameworks. Being a framework, it is more than just a set of libraries: it can be composed of run-time components, code-generation tools and pre-generated functionality. Generally, frameworks take an approach which is somewhat contrary to libraries: library use involves including pre-written routines and data structures into a user-created “skeleton”. Frameworks, however, generally work the other way around: they offering clear interfaces to pre-defined skeleton functionality, which is then configured to include user-created objects. Most frameworks consist of pre-written components, setting up a set of basic rules, logic and interfaces that allow a user to specify, add to, change and / or customize the expected behavior of the software.

A meta-computing framework, then, provides for such skeleton functionality, implementing a set of run-time components, tools and functionality for a developer to expand and customize into a full computing framework that perfectly serves his needs. The goal is to allow the developer to use major parts of the framework wholesale, developing new functionality only where needed, and to minimize the need for writing new code, while still covering a broad potential of computing needs.

The H2O framework was built upon experience gained from a previous project: the Harness meta-computing framework [102]. Harness was developed around the intent of exploiting the reusability and adaptability aspects of the framework concept. The idea was for multiple computing systems (e.g. MPI, PVM, OpenMP [104], ...) to be implemented on top of a single basis. This basis would provide the ability to “plug in” components as needed. Some of these components would provide a user-end experience, e.g. the user-side APIs necessary for implementing PVM, MPI, ... Others would provide the underlying infrastructure to make the system work at the framework side: communication substrates, redundancy and persistency mechanisms, state management, specific optimizations etc.

The goals of Harness: 1) to minimize the work on new computing frameworks by maximizing code sharing with other, existing or new computing frameworks, 2) to leverage this shared code to minimize long-term upkeep as well, 3) to make new and improved functionality – originally written for one framework – quickly and easily accessible to others, 4) to easily change underlying mechanisms to effect different kinds of tradeoffs without influencing the user-experience (i.e. add redundancy at the cost of performance or vice-versa, optimize for certain architectures when usefull, ...) and 5) to offer a convenient platform for research into computing framework technology, allowing researchers to experiment with new features without having to write a complete computing framework from scratch.

The H2O project was based around these same principles, specifically the “plug-gable” component-based approach. However, a few priorities were added. Specifically, pluggability was to be exploited to assist in the goal of resource sharing, very
much in the style of grid systems. H2O aims directly for light-weight, easy resource sharing - across administrative boundaries – of geographically separated heterogeneous resources. The most important difference between H2O and most “regular” grid system is that H2O aims to support “lighter”, more “ad hoc”-style shared resource platforms. We illustrate this difference, amongst other characteristics of the H2O meta-computing framework, in the following section.

4.1.2 Characteristics of the H2O

To recapitulate: the primary goal for H2O is to facilitate resource sharing by leveraging pluggability. This signifies the need for two important entities: 1) “some thing” to plug “stuff” into, and 2) “some thing” to be plugged. In H2O, the first entity is referred to as the H2O kernel. The functionality to be plugged, then, is encapsulated in components referred to as pluglets.

Basically, the H2O kernel acts as a universal container for all kinds of pluglets. A single kernel is to be run on every resource that its owner intends to be accessible for sharing with other parties. Pluglets can be added to a H2O kernel by the resource owner, by an internal or external user, or even by a third-party reseller. The requirement, of course, is that the resource owner has full control over the use of his resources: he decides who gets access to the kernel, when and to which degree, as well as how his kernel can be discovered by outside parties. In a similar manner to kernel owners, pluglet owners in their turn will also have full control over the use of their code, of course within the boundaries allowed by the resource owner. A full set of rules can be set to customize and regulate interaction among pluglets, as well as the way that pluglets can be discovered within a kernel.

Users can access a H2O pluglet in a kernel through a straightforward, functional interface. Access to pluglets can either be direct, or through redirection via e.g. a UDDI repository.

All of the above signifies the major difference between H2O and other resource sharing platforms like OGSA-based grids: these typically bundle the responsibility for resource and component management with the resource owner, and thus lack the 3-way transparency of the H2O approach. Contrary to the traditional grid model which typically results in rather heavy, strongly organized systems where large blocks of resources are shared as a whole in a pre-determined manner, H2O aims to ease the creation of an ad-hoc resource sharing infrastructure for smaller projects.

Another set of platforms that might be compared to the H2O meta-computing framework are the world wide, user-level computing networks like Distributed.Net and Seti@Home [10]. The most significant departure from this model by H2O is the addition of dynamic coupling, “hot-swappability” and upgradeability without intervention by the resource owner once the latter has given the necessary authorization to the specific project in question. The available authentication and security infrastructure in H2O allows for simplification as well, as these facets don’t have to be rewritten for every new type of project.

All in all, the H2O meta-computing framework focusses on...

- being light-weight (both w.r.t. implementation and organizational aspects, very much in a “you get what you pay for” kind of mentality: the component-oriented
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approach allows resource and component owners to get exactly the functionality – and degree of complexity – they want, and nothing more)

- being self-organizing and decentralized (by leaving as much as possible to the different participating parties themselves – every side involved sets out the boundaries of what “goes”, and within the common ground set out by the sum of all of these boundaries, things “just work”)

- retaining minimal state (using a component-based approach for easy setup and (re)configurability – the framework contains only minimum functionality in and of itself – an infrastructure for strong control over authorization issues; everything that concerns the use of the kernel and components among themselves and the user; all other functionality – the “actual computing infrastructure” – is set up by the individual components)

- facilitating resource sharing via components (instead of linking a single use to a single resource, a resource can be combined with multiple kinds of logical functionality, as needed at any given particular point in time without a large reconfiguration overhead, thereby maximizing usefull application of the available potential)

4.1.3 Technical aspects of the H2O

About the use of Java

At the basic level, the framework consists of a number of components built on top of the powerful Java programming infrastructure, leveraging aspects of: 1) the language (object orientedness, fluent support for aspects like multi-threading and garbage collection), 2) its associated set of coding practices (uniform component formats and event models), 3) its large base of standard libraries (extensive and cross-platform support for essential things like authentication, encryption, general building blocks for implementing security across the board in projects and resource management) and 4) its virtual machine technology (platform-independence through the existence of many implementations, both free and commercial, supported by multiple vendors on a large range of platforms).

It is important to note here that the choice of this development platform – for the framework itself – in no way limits either access to the framework, or development of components. Communication with the framework and its components can be based on independent standards like Corba, Soap (and related Web Services-based standards), and there has even been some work to make the framework more accessible through OGSA-based protocols [107] – in other words: clients need not be Java-aware.

RMIX

This flexibility is accomplished by means of a framework called RMIX [105]. RMIX is an inter-process communication framework, written as an extension on Java Remote Method Invocation (RMI). Java RMI, part of the standard Java APIs, is an object oriented Remote Procedure Call (RPC) API which allows Java objects to refer to – and call methods of – other Java objects in separate Java VMs, either on the same or on a remote machine. The problem with standard RMI, however, is that it is
limited as to the type and use of RPC protocol. It only supports two communication protocols: the Java-only Java Remote Method Protocol (JRMP) and Corba/IIOP. The use of these is fixed at compile time.

RMIX tackles this problem by allowing the user to “plug” multiple RPC protocols beneath the RMI API. This means that users can resolve RMI operations through the standard RMI protocols, but also through e.g. SOAP/HTTP, RPC, ARPC (supported out-of-the-box) or any other type of communication medium for which the necessary Protocol Provider classes are available. RMIX even makes it possible to switch RPC protocols at run-time, while RMI stubs are fully active.

In practice, this means that apart from communication between Java objects in different VMs, users can now also use RMI to communicate between Java objects using RMI at one end, and e.g. web services using SOAP at the other end – all transparently to either the RMIX caller or the web service. Moreover, two RPC actors can start out communication in one default RPC protocol at startup, and then negotiate another protocol at runtime, e.g. for performance purposes.

Another feature of RMIX is that, aside from RPC protocols, it features pluggability for a lot of other things. By generalizing the communication endpoints, communication fabrics other than IP can be used for communication, e.g. it is possible for two services to communicate through JXTA sockets. Moreover, communication can be manipulated through pluggable modules, allowing for transparent insertion of functionality like security (e.g. SSL encryption), authentication (X.509 certificates) or compression. This functionality can be layered, and hence combined, as dictated by the needs of both communicating parties.

Pluglets
Pluglets, in turn, can be written in any combination of computer languages, and either accessed through the Java Native Interface (JNI), or by directly downloading an executable binary to a so-called “chroot-sandbox” and running it on the target resource (within the technical boundaries of the resource itself of course – platform independence can only apply in a limited fashion here). A specific upload / external file management pluglet has been provided to upload and manage such pluglets remotely in a transparent manner.

Appropriate to the H2O approach, pluglets are not bound to use any of the H2O functionality except what is needed to perform the necessary authentication and valorisation for required services, i.e.: pluglets can, but are not required to use, RMIX or any of H2Os other internal services, and can communicate with other compatible pluglets or outside parties using their own protocols as well (which is exactly what our FT-MPI pluglet happens to do).

Pluglets can be plugged into a H2O kernel by resource providers / kernel owners, clients with properly authorized clients or authorized by third party resellers. Pluglets can access each other as allowed by the respective pluglet owners, choosing either to implement their own authorization/authentication schemes and security, or to use the available H2O infrastructure as we mentioned earlier.

Pluglets can provide any kind of service: from direct services to end-clients (like our FT-MPI pluglet), over specific services that can be shared by many end-user
pluglets (like the proxy-pluglet we describe in our papers), to basic “plumbing” functionality like the file transfer pluglet, or pluglets implementing lookup or coordinating services. Any of these can be strung together in complex patterns as allowed by their respective owners, or the kernel owner(s), to create elaborate scalable, ad-hoc and self-organizing computing systems.

Authentication, authorization and rights management
Authorization and authentication of pluglets, clients and potential third-party resellers is taken care of by a gatekeeper, based on the JAAS (Java Authentication and Authorization Services) framework. JAAS helps the gatekeeper to retain modularity through its native extension mechanism based on the concept of Pluggable Authentication Modules (PAM). For every attempt at access to the H2O kernel, the gatekeeper keeps track of where it originates, whom it is made by, whom it is digitally signed by and/or the time of the attempted access, as appropriate for the kind of access in question.

Using the RMIX framework, any attempts at access can be subject to encryption, certification or any kind of security requested by either the resource/kernel owner and/or the pluglet owner as appropriate. Negotiation can be performed in one protocol while actual transactions can be performed in another, or multiple protocols can be used in parallel, e.g. for performing computing services in one while periodically maintaining authentication issues in another.

Each H2O kernel maintains such an authentication, authorization and security infrastructure of its own, and interaction among pluglets spread over multiple kernels and between such pluglets and clients is subject to the demands of each, leading to the formation of an ad-hoc distributed rights maintenance system, all without a central coordinating infrastructure. A kernel can put constraints on pluglets based on the type of service it offers, the clients that can plug or access it, access level of pluglets and their clients or priorities of the service w.r.t. access to the resources offered by the kernel.

Conclusion
All in all, H2O ends up providing us with some great features for building the sort of ad-hoc computing resources that we are looking for: a low-cost, “left-over resources”-composed parallel computing resource framework. It allows us to access resources on machines in computer labs, library computer rooms etc., spread over multiple buildings, campuses and departments within multiple administrative domains. The framework provides full control over the access to – and maintenance of – the resources to their respective owners, while providing users with a unified, versatile and platform-independent access mechanism. All without the requirement of an explicit centralized control structure.

Due to its provisions for pluggability, it serves as the perfect mechanism to “load” resources with FT-MPI systems in a unified manner. It also enables us to implement a number of extensions to the original FT-MPI infrastructure, to adapt it to our particular needs with a number of extensions. The flexibility in this approach is what we will demonstrate in the two papers concluding this chapter. These needs particularly concern the deployment of FT-MPI on heterogeneous and geographically separated
resources within multiple administrative domains, subject to network bottlenecks and specific points of failure that do not occur in FT-MPI’s default environment (cluster systems and MPPs). There is another reason why H2O makes an interesting solution to our challenge: some work has already been done at Emory DCL, using H2O to help FT-MPI cross multiple administrative domains [99] - exactly the kind of functionality that we were looking for.

4.2 The JNDI API

The JNDI API is another crucial part of the solutions presented in the two papers following this section. JNDI – the Java Naming and Directory Interface – is one of many APIs that are part of the standard library for the Java programming language. Specifically, as the acronym would suggest, JNDI is concerned with the ability for any piece of software, written in the Java programming language, to access naming services and directory services.

JNDI is a major component of high-profile Java-based products like the Enterprise JavaBeans framework. It is, however, also practical for more “mundane” seeming tasks like simply looking up an IP address in DNS (the internet Domain Name Service), querying up and editing data in a Microsoft Active Directory or OpenLDAP server, or even for opening a file handle into a filesystem or retrieving a HTML page from the World Wide Web.

In short: JNDI aspires to be a generic API that enables programmers to interact with a potentially unlimited range of naming systems and directory services. Over the coming sections, we will explain how the API fulfils this rather ambitious goal.

4.2.1 Naming and directory services

Names

Before we elaborate on JNDI itself, it would probably be a good idea to properly define what we exactly mean with expressions like “naming service / server” and “directory service / server”.

First, let us define what we mean when we refer to a name. A name can be any entity – comprised of alphabetic, numeric or even special characters (dots, slashes, ...) – that can be used to indicate a corresponding object. A name can exist as an entity onto itself, indivisible into any usefull content for referencing to other entities. In this case, we speak about an atomic name. A simple example of this case would be “Fred”, but a UUID or a product identifier could also be considered atomic names. A name can also be the result of combining one or more atomic names into a new name. In this case, we talk about a compound name. A straightforward example of this case would be a first- and a surname, e.g. “Bob Jones”, but a Java package name like “java.lang” would qualify just as well.

When a set of names – atomic and / or compound – is created, used and combined (from atomic to compound) in a similar manner, using similar rules within a similar context, we say that the names comprise a namespace. For example, internet domain
names are compound, being composed from at least two atomic names. The atomic names are read from right to left, and separated by a dot. The first name must always be present in the root repositories for the DNS system (e.g. “com”, “uk”, ...). Internet domain names are always case-insensitive, and must adhere to a number of construction rules (i.e. specific characters are prohibited, like spaces). In other words, all internet domain names share a similar structure and are built using similar rules yielding similar results (e.g. “slashdot.org”, “www.google.com”, “mail.telenet.be”) – hence, we refer to the namespace of internet domain names.

A name can also be the result of combining multiple names – atomic or compound – from different namespaces. In this case, we refer to it as a composite name. Good examples of composite names are most WWW Uniform Resource Locators (URLs) which are normally composed of a protocol specifier from the namespace of internet protocols (e.g. “ftp”, “http”, ...), followed by a separator of the form “://”, after which one finds a name from the internet domain namespace, continued with a “/” separator, and potentially concluded by a name from a filesystem namespace (e.g. http://www.w3c.org/standards/xml/index.html).

Naming services
Now, whenever we have a systematic approach, a set of rules, for unilaterally linking names (atomic, compound or composite) to objects – in the broadest sense of the word – we refer to this set as a naming system. Crucial to this definition is that a naming system allows for substituting a name with an object (or, in other words, looking up the object through its name), but not the other way around. Neither does it allow a user to look up an object on any other of its properties – whatever it may have – but its name. Whenever a naming system couples a name with an object, we say that the name is bound to the object. Whenever a (name, object) couple is added to the naming system, we say that we added a binding to the system.

The practical elements of a name system can be implemented in software: a database is set up to contain (name,object) tuples to represent the bindings. Some kind of indexing is applied to make the names available as a key for searching, as required by the naming service definition. Finally, a protocol is published towards those services who are supposed to access the system and use it to store and retrieve bindings. Any specification describing a system like that is a name service specification, and an implementation of said specification is a name service, or, when the services are made available over the network, a name server.

One popular example of such a naming system specification for software implementations is DNS, the internet Domain Name Service. The DNS specification specifies a naming system, protocol and behavior for retrieving IP addresses (the “objects”) of machines based on compound domain names. The DNS specification is implemented by multiple domain name server (DNS server) projects (e.g. Bind). As we mentioned earlier, the DNS naming system is used as part of composite naming schemes in other naming systems as well, e.g. URLs.

The objects returned by a name service implementation can be more complex than a simple string-like object though: a good example here is the name service implemented by most file systems. Again, a naming system (e.g. in Unix-like systems:
case-sensitive alphanumeric strings with a limited number of special characters like '_', each name starting with '/' and atomic names being separated by '/' as well, read from left to right) is combined with an access protocol (a C API) which returns a file handle for each successful use. A file handle potentially represents a whole lot of complex data (inodes) that allow the user access to the contents of a file on disk.

Directory services
A directory service allows for all the above functionality, i.e. it allows users to add (name, object) bindings to a database, which is searchable by name. However, it allows for more than a regular name service – specifically, it allows for adding attributes to the bindings. These attributes can be retrieved through a search by name, but it is also possible to do a search based on attributes directly, retrieving both the object and its name. As we stressed in the above paragraphs, this kind of functionality is explicitly not available in a regular name service. A user can add attributes to a binding, remove them or change them. It is possible for a directory service administrator to impose certain restrictions on which attributes can be added, removed or changed w.r.t. which kinds of bindings in the service. Such a specification is called a schema.

A good example of a directory service specification is LDAP, the Lightweight Directory Access Protocol, which is implemented by all kinds of directory server software like OpenLDAP or Microsoft ActiveDirectory. Like name services, LDAP specifies a naming system (a sequence of name specifiers '=' name value couples for each atomic name composing the compound names bound into the service; e.g. “cn=Rosanna Lee, o=Sun, c=US” specifies a customer name [cn] of the organisation [o] Sun, which is registered in the country [c] US). LDAP also specifies an eponymous protocol for adding and removing bindings to this naming system. What makes it different from regular name services is that it also provides for protocol calls to add attributes to bindings, edit these attributes and – most importantly – search on them. For instance, searchable attributes like gender, age, etc. could be added to the binding types referring to people, to query the directory service for all kinds of statistics. Moreover, a schema could be used to make sure that e.g. the gender attribute is only applied to bindings representing actual people.

4.2.2 JNDI support for naming and directory services
Basics
JNDI provides a universal API for accessing all kinds of naming and directory services. This is accomplished by means of a three step process. First, an application retrieves a so-called context related to the kind of service it wants to query. This context object gives the application access to the naming manager which manages the operations on a high, abstract level. The naming manager, in its turn, passes the calls from the application on to the Service Provider Interface (SPI).

The SPI is a compatibility layer, provided by the service provider, to access the name or directory service through its own native protocol (e.g. DNS to access a Bind server, LDAP to interact with a Microsoft OpenDirectory etc.). SPIs are technically the heart of the JNDI, mapping JNDI’s abstractions onto the realities
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of the underlying service. The Java SDK comes with three service providers “out of the box”: one for LDAP, one for the CORBA Common Objects Services name service and one for the Java Remote Method Invocation (RMI) registry. Vendors or third parties can provide an SPI for just about any naming or directory service on the market, and SPIs are available for services as diverse as DNS, the Network Information Service (NIS) or even file systems.

In the context of our research, we have used the packaged LDAP SPI from Sun, and an SPI for the Harness Distributed Name Server (HDNS) [97] which was developed at Emory University. HDNS is a research-based nameserver, originally developed in C for the Harness project, which was later ported to Java at Emory University, specifically for the H2O metacomputing system.

Accessing objects in a name service

The first thing an application will have to do, if it wants to query a service, is to retrieve an initial context through a static method which serves as a front-end for a “pluggable” factory method. This method takes a hash map that must be initialized with the proper data to access the appropriate naming or directory service.

The initial context is only one instance of the generic concept of a context, introduced in the previous section, which allows the application to perform all kinds of operations on a service. Specifically, a context offers the application appropriate methods to perform the following operations on naming services: add a binding to the context, remove a binding from the context, list bindings within the context, look up objects within the context through their names and change the name component of a binding within the context (rename). The SPI maps these operations onto the appropriate protocol for the service in question.

When performing a lookup operation through a context, an object is returned to the calling application. This object can be an actual “query endpoint”, i.e. an IP address for DNS, or a telephone number when looking up in a telephone directory. It can also be a new context, referred to as a subcontext which allows for further querying, and effective “browsing” of the namespace.

For example, when looking for a file called “/etc/rc.d/network” in a Unix filesystem, initial context retrieval would return a context referring to “/”, the root directory. From root, we would be able to look up the name “etc”, which would return a subcontext linked to the directory “/etc”, and a lookup of the name “rc.d” in this subcontext would subsequently return yet another subcontext - linked to the directory “/etc/rc.d”. Finally, a lookup operation for the name “network” would return the “query endpoint”, a file handle for the file “/etc/rc.d/network” directly. The context for “/” allows an application to directly look up the fully qualified path including all subcontext names directly, or it allows for browsing of the whole filesystem, with each directory corresponding to an appropriate subcontext and each actual file returning as a file handle for further processing. Names can be entered as strings, or by using the JNDI naming API which presents an appropriate interface for performing complex operations with names.

The “query endpoint” objects can be either direct representations of the objects themselves, aliases referring to actual objects in other parts of the namespace or
“references” – data which allows an application to create the object – or a stub to it – from scratch.

Examples for each option: 1) when looking up a fully qualified name in DNS, the result will be an actual IP address object, 2) when looking up a symbolic link in the filesystem, the result will be an alias object referring to the actual file in another part of the filesystem hierarchy and 3) when looking up a HP JetDirect enabled printer in a directory, the object returned could be a reference containing an IP address and a port number, for creating a printer stub to contact the printer on the network; from this stub, the calling application could then print documents, query the status or the document queue or perform other, more complex operations.

Accessing objects in a directory service

Operations on a directory service are performed through a dircontext instead of a regular context. Dircontext allows for the same kind of name-based searching available in regular contexts, and “browsing” the directory can be done in a similar manner as well, by returning subdircontexts as a result of query operations. The major addition in dircontexts are the methods for attribute handling.

Dircontext provides functionality for adding attributes to a directory object (which might include a subdircontext), for retrieving and modifying said attributes but most importantly: for searching based on attributes. JNDI provides the necessary means for an application to create search filters that can be passed to a search action, returning a set of objects as results.

A dircontext also offers support for enforcing schemas, and for tracking events within directory services by means of callbacks – the latter functionality is of major importance in the implementation work we did for our second LNCS paper.

Lastly, for LDAP-based directories, a special package is provided to support LDAP specific functionality – it being one of the most widely deployed protocols for accessing all kinds of directory services.

4.2.3 Summary

Given the above features, the JNDI API provides us with all the functionality to create a generic solution for interacting with the FT-MPI naming service. It also allows for seamless integration with the H2O framework.

4.3 Name service issues in FT-MPI

In the section following this one, we present two papers written in joint cooperation between UA’s CoMP research group and Emory DCL. For proper understanding of the latter however, it would be best that we first elaborate on the nature of FT-MPI’s name service and the particular issues we found with it. Most importantly, we describe how we combine H2O and the JNDI API with newly developed functionality to provide a solution to these issues.

In the following pages, we will mainly concentrate on those issues for which we did not have sufficient “page real-estate” to describe them fully in the papers proper.
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For the other parts, we refer to the actual papers themselves.

4.3.1 The FT-MPI VM and state

FT-MPI enables users to control its runtime system by means of a console application similar to PVM. This console allows users to add and remove resources to and from an FT-MPI VM, to kill processes in a VM and to query the VM status. The FT-MPI runtime takes resources from the VM in a round-robin fashion as requested at the start of a job (by means of a command-line parameter to `ftmpirun`). The console allows for scheduling a single resource multiple times, allowing the VM a controlled way to concurrently run multiple processes on it. Of course, it also allows the user to schedule resources that will never be used in a (faultless) job. A single resource may belong to multiple VMs, and may be scheduled for multiple jobs (in the same or different VMs). All of these can be tracked through a single console.

Whenever a resource becomes unavailable to the VM, the FT-MPI runtime will pick the next scheduled resource from the list, once more round-robin wise. The console, thus, allows the user / VM administrator to influence scheduling of resources as redundant, ready to take over whenever a single other resource goes down, or to expressly state that some resources should be used double first if there are tasks which are important enough to justify the loss in performance.

The console does not allow users to specify which resource is to be allocated to which job – resources will be allocated in the order they were added to the VM, but when multiple jobs are started in parallel by independent parties, there is no way to guarantee that one or the other job will receive certain particular resources. Neither is it possible to specify, within a job, which resource should be assigned to which process. Also, there is no way to specify which “backup” resource must be used in case another resource fails within a particular job. Finally, none of the above behavior is specified as such by the FT-MPI specification – it is completely implementation dependent.

All of the above functionality requires that an amount of state be retained by multiple parties within the FT-MPI system. On a global level, we need to keep track of: 1) which resources are available within the FT-MPI system, 2) which VMs have been defined, 3) which jobs are running, 4) which resources within the FT-MPI system have been assigned to which jobs and 5) the status of said resources (OK or FAIL). All of this state information is necessary for the console to be able to add and remove resources from the system, and for the VMs to be able to act upon the (un)availability of certain resources, and its effect upon the VM or the jobs that are running within it. Particularly, constant availability of this state data is – obviously – an absolute necessity for proper execution of the recovery process.

This state information must be made available to the individual FT-MPI runtimes on each resource. Some of this data needs to be permanently available to each of the resources: 1) the VMs which the resource is part of, 2) the jobs which the resource is being used for and 3) the other resources within the jobs running on it, and the necessary contact information to reach them. The latter bit is crucial for the functioning of the job within the VM, and can be considered to remain static (not withstanding failures). The first two points are mutable, but should
not be changing too frequently. Another piece of state maintained by the individual resources concerns the state of communications between the different resources. This status data, in turn, will be very mutable. Some state information must only be made available to resources on very special occasions (i.e. failures), like the status of other resources used within their running jobs.

4.3.2 The FT-MPI name service

In other words: in order for an FT-MPI system to function, there is a lot of state which needs to be made available to the resources on different occasions and at different expected frequencies. This state information must be retained in some kind of manner which allows for global coordination. This is the role of the FT-MPI name service.

The name service allows resources to look up different elements of an FT-MPI system by “name” – either actual names, or other defining features that allow for unique identification. It can be used to look up VM names to find out which resources belong to it, job IDs to return the resources running it etc. – all the information needed by the FT-MPI system to run jobs.

It is not just a name service however – it contains directory service-like elements as well. Specifically, it makes heavy use of a directory service-like callback mechanism to keep resources up to date with changes to the system that affect their proper operation – including failures. But it also contains functionality which does not conceptually belong in a name service at all: for instance, it retains numerical data on which it can do operations like an atomical read and increment (equivalent to e.g. the “i++” operation in C). In other words, instead of acting as a straight name service, the FT-MPI name service stands in as a general, problem-specific state database.

The name service runs as a single daemon, alongside other daemons used by the FT-MPI system: the startup daemons (1 for each resource) and one or more notifier daemons. The startup daemons is used to start up and monitor processes on each resource, while the notifier daemon serves to serialize access to the name service when this would be necessary. The name service keeps track of state for tracking state in both the FT-MPI runtimes (which run within all individual processes) and the daemons (idle, active, down, ...).

One advantage of having the name service as a single, central daemon is that it is very easy to perform all the compound atomic operations on it: it just takes in each operation, performing each one of them atomically in a round-robin fashion. In other words: the name service daemon contains no parallelism.

Even so, some calls to the name service have to be performed in a certain order, without interruption. In order to force an optimal solution to this requirement, FT-MPI was designed in such a way that only one machine can do specific important writes to the names service. In internal FT-MPI terminology, this machine is referred to as the “leader”. The leader is “elected” through a “grab the token”-type of challenge, whereby every machine in the system attempts to set a certain parameter and read the results in an atomic operation. The first machine that manages to set the parameter from the old ID to its own (both passed as parameters to the operation)
becomes the leader.

The leader is responsible, then, for properly ordering messages to the service and other name service maintenance tasks when needed, with the help of a notification daemon when it is running. Other resources receive warning about changes in the names service by means of a call-back mechanism. After leader election, each non-leader resource subscribes to the name service by providing a proper call-back handle.

4.3.3 Issues with the FT-MPI name service

Despite its advantages w.r.t. atomicity issues, there is also a downside to having the name service work as a single process.

The most glaring problem with the name service is one of fault-tolerance. With the other interacting parties within the FT-MPI system, there is no problem: 1) the system was specifically written to survive failure of one or more processes / FT-MPI runtimes, so handling these does not pose any hindrances beyond the regular fault-tolerance mechanic, 2) a failure within one or more startup daemons will result in the loss of its associated process (which would happen most of the time anyhow), and the FT-MPI system will lose the ability to start a new process on the given resource (again, mostly not much of a problem since the resource can be expected to be down anyway) – the latter situation can easily be rectified by re-adding the resource from the console when the resource becomes available again; 3) the notifier daemon, at last, is not a critical component for operations – it just takes some performance burden away from the name service by re-ordering some operations before passing them on – moreover, it is actually possible to run multiple of them for redundancy.

Things are not so easy for the name service however: it contains all state for the FT-MPI system, and is absolutely necessary for all other recovery mechanisms to work. In other words: take the name service daemon down, and everything goes down – irrevocably. A ring-based redundant name service has been in the works for quite some time, but has never been released. And we can expect the name service daemon to run on the same kinds of resources that we want to use for our calculations – i.e. mostly lower-reliability systems. In other words, this poses a problem w.r.t. the kind of work we want to do with FT-MPI.

There is another problem though: the name service daemon’s central position within the FT-MPI system turns it into a potential choke-point when communication has to cross multiple networks over lower-bandwidth connections (e.g. the Internet). Whenever communication remains within a single administrative domain, this will typically will not pose a problem as speed within such networks will generally be high. We want to cross buildings and, campuses – the more resources we have on another network from the name service daemon, the higher the latency and bandwidth issues involved. While some latency will remain unresolvable, some steps should be taken to minimize the scalability problems introduced by FT-MPI’s current architecture.

Techniques

It turns out that both the fault-tolerance and the scalability problem can be resolved through a similar technique. After some intense correspondence on the issues between the Antwerp and Emory teams, we came to the following conclusion: 1) the only
means of fixing the problem is to replace the current name service daemon with something different - something more fault-tolerant and scalable, 2) developing a new fault-tolerant and scalable name service on our own is too far removed from our research domain, 3) moreover, it is questionable whether such a development has any use: there are already quite a few name services out there that provide at least the necessary fault-tolerance features like checkpointing and redundancy – building yet another nameserver of our own would be double and redundant work.

Which brings us to our solution of choice: instead of replacing the name service daemon with a new system of our own, we would replace it with an existing name service. More importantly: we should be able to make the replacement “pluggable” – fully in the spirit of the H2O meta-computing framework. It is important, however, that we want to change as little about the current FT-MPI implementation as possible.

Our approach: instead of having the FT-MPI system signal and request state directly to / from the name service daemon, we have it contact a proxy service on a H2O kernel. This proxy service, a relatively light-weight process, translates the FT-MPI name service protocol into JNDI calls to the real, central name service. Because we use JNDI, this solution allows operators of an FT-MPI system to choose any name service as a back-end, as long as it comes with a proper SPI.

Scalability
Scalability is enhanced by bundling all calls to the name service into a single connection from the H2O kernel to the actual service: concurrent calls from individual processes remain on the local administrative domain, while calls that need to be resolved through the name service are channeled through one channel per administrative domain.

Although we don’t go any further than protocol translations for most subsystems, it is possible to enhance scalability even further by using the proxy services as caching entities, only contacting the central name service when strictly necessary. One example of such an optimization can be found in the work we did on streamlining the leader election process [106].

Atomicity
The most important part of the solution pertains to the issue of atomicity that comes up for some compound operations, like leader election (in that particular case: look up a name – compare a value – if equal set, otherwise return false). Under the original architecture, each call could be serialized at the name service daemon, and there would be no concurrency issues.

This situation changes under the new architecture however. Calls from processes to the different proxies will still be serialized – but calls from the proxies to the real name service are not. All of these calls happen in parallel, and must hence be performed concurrently. This introduces problems with the operations that must remain atomical. Hence, some form of technique must be applied to make sure that communications between the proxies and the central name service become subject to some kind of basic transaction management.

After many discussions, we decided to make use of the single atomic feature
provided to us by the JNDI API: JNDI guarantees atomicity of the \textit{bind} operation. This feature, now, can be used to implement a locking scheme. Within the backend, all resources that require atomicity of compound operations can be associated with a \textit{lock object}. Whenever a proxy wants to perform a compound operation on such a (set of) values, it tries to \textit{bind} this object within the nameservice.

If this operation completes successfully, the lock is gained and operations can proceed without fear of other proxies interfering. Whenever the \textit{bind} returns a failure, the proxy knows that the name service objects in question are being accessed by another proxy server. If the back-end supports event notification, the proxy then subscribes to the \textit{unbind} event notification from the central name service, and tries to grab the the lock again as soon as it becomes free. Otherwise, a retry scheme with gracefull back-off is used to periodically check for availability of the lock.

One problem with this approach is that, due to the unreliability of the actors involved in the transactions (the processes themselves), as well as the communication medium (networks), the locks themselves will necessarily be \textit{unreliable}. This is why a proper mechanism has to be implemented to clear out \textit{stale locks}. Basically, the acting proxy must set and renew a timestamp for his lock object within a set period of time. Periodically, all waiting proxies will check this timestamp to make sure that the current acting proxy is still active. If it isn’t, a protocol is used to resolve the stale lock by forcefully taking it from the previous owner.

Below, we present an overview of the steps taken by the proxies to maintain consistency in the backend. We will provide for algorithms both for systems that do and do not provide for event subscription:

\textbf{Lock acquisition:}
1. attempt bind of lock object – success: goto 2 / fail: goto 9
2. set timestamp tracker
3. “do stuff”
4. timeout: goto 5 / done: goto 7
5. update lock with new timestamp – success: goto 2 / fail: goto 6
6. enter \textit{lock recovery}
7. unbind lock object
8. \textit{done}
9. enter \textit{lock queueing}

For the timestamp tracker during lock “maintenance”, we use half the lease time. When a timeout occurs, the connection to the backend server is immediately closed. Given sufficiently short socket times (which Java allows to be set by the user), we can thus prevent “late” updates from occurring.

\textbf{Lock queueing:}
1. subscribe to unbind/rebind event for lock object
2. set timestamp tracker
3. wait
5. unsubscribe unbind/rebind
6. re-enter **lock acquisition**
7. look up lock object – (re)new(ed): goto 2 / removed: re-enter **lock acquisition**
   / stale: goto 8
8. enter **lock recovery**

We provide an algorithm only for name services that support event reporting
(which both of the services used in our field tests – OpenLDAP and HDNS – do).
The same effect can be accomplished with name services that do not support event
tracing, by means of active polling. This will, of course, incur a serious performance
overhead – something which cannot be avoided in any active polling scenario...

**Lock recovery:**

1. rebind lock object
2. wait for 2 * socket timeout
3. look up lock
4. lock acquired? Y: **done** / N: re-enter **lock queueing**

The above procedure depends purely on socket timeouts, and the principle that
a rebind will either properly proceed and completely succeed, or time-out and com-
pletely fail. The major advantage here is that lock recovery becomes completely
decentralized. The disadvantage is one of performance: the full operation will all-
ways take up to three times the socket timeout. This can be somewhat mitigated,
one more, by configuring socket timeouts to be sufficiently short, but the basic na-
ture of the problem dictates hard limits here. This was the original approach we
used for our locking algorithm in the first PVM/MPI paper.

Another way to approach the issue is to do lock recovery through a single “master
proxy”. This could be accomplished as follows:

**Alternative lock recovery:**

1. On entering the FT-MPI system, each proxy binds a proxy object
2. This proxy object is subject to periodic rebinds and serves as a kind of “heart-
   beat”
3. The proxy object name incorporates an index number, e.g. proxy_1, proxy_2,
   ...
4. Each proxy, on entering the FT-MPI system, attempts to bind the lowest
   possible proxy number, incrementing on failures to bind
5. Whenever a proxy has been unable to properly update its heartbeat, it registers
   a new proxy object, invalidating the old one
6. The lowest ranked proxy is the “master” – the current master always indicates
   its status as such as part of its status object
7. Each proxy subscribes to heartbeat events on its “preceding” peer
8. Whenever the preceding peer fails its heartbeat, a proxy starts monitoring the
   “next” preceding proxy
9. Whenever the failing preceding peer is the master proxy, the next proxy be-
   comes the new master
10. The master looks up all existing locks and subscribes to all locking events
11. Each lock is entered into a timed event queue, and updated on each rebind event.
12. Whenever a lock goes stale (i.e. it registers as a timeout-event on the event queue), the lock object is unbound by the master.
13. Other proxies can now, once more, compete for the lock.

The advantage to this approach is that a stale lock can immediately be removed, without the delays involved with the lookup-timeout-rebind-timeout cycle of the first method. This is the approach we eventually settled upon, but which never made it into a publication before this thesis.

A last bit that needs to be taken care of is that of “dangling updates”, i.e. updates that have been left in an unfinished state because the acting entity lost contact with the backend. This could happen, for instance, if an atomic operation requires two updates and the connection went down after updating the first (but not the second) value. This problem can be mitigated by using double indirection in the backend, combined with a shadow paging algorithm. Basically, all changes are written to a new version of the information record (the shadow page), until every part of the compound operation has been successfully performed. At that point, the reference to the old record (double indirection) is changed to the new one.

The only drawback to this approach is that it leaves “garbage” data behind in the back-end. This data will have to be cleaned up by a garbage collecting process.

**Improvements**

The above approach has been shown to work over a number of experiments. The attentive observer will, however, notice, that the procedure is quite a bit more heavyweight than what is currently implemented. If all resources in the FT-MPI system constantly have to access and work with the name service in this manner, tone would think that it will put a severe delay on FT-MPI operations.

Although complex operations on the independent backend will effectively take more time to be resolved than under the original system, there are a few things that need to be taken into account. First and foremost, of course, we gain something as well: scalability through the introduction of hierarchical forwarding over the slowest links in the system (WAN), and of course any fault-tolerance capabilities inherited from the chosen backend system.

As to the incurred delays: as long as it doesn’t concern recovery, all operations to the backend will happen in parallel with any running computational processes, without influencing their respective execution times. While theoretical recovery times could be significantly longer, there is more to recovery than just the name service operations. Except when using relatively advanced techniques to implement asynchronicity between calculation and MPI communication (we refer to the latter part of the next chapter for details on this approach), all processes have to synchronize on recovery – this means that all “current” computations have to finish before recovery can start. More often than not, this should incur heavier delays on recovery than anything at the end of the name service.

Most importantly however, the situation wherein multiple proxies attempt to change the same data at the backend is one that should almost never happen: as we
previously mentioned, FT-MI itself implements a leader election mechanism exactly to forego this kind of behavior in the original name service as well. Under normal circumstances, this is how a running FT-MPI system is supposed to work with the name service:

1. The FT-MPI system elects a leader
2. All non-leader processes subscribe to callbacks from the name service
3. The leader does the major majority of updates to the name service
4. The others receive notification through the respective callbacks

The above implies that “battle of the locks” kind of situations are not going to occur. An FT-MPI system will resolve the major majority of calls to the name service, including those calls that would regularly incur conflicts, through the single leader process. This puts a hard cap on the delay incurred through the proxied naming operations.

Most importantly however, the proxies also allow for performance improvements through local resolution of certain actions and local caching. An example of this capability is presented in the second PVM/MPI paper, where we demonstrate how to locally resolve most FT-MPI’s leader election processes between the different proxies and the processes directly, drastically reducing the need to go to the backend for this particular procedure – from once per process to once per proxy. Given more time, a great number of such localized “tweaks” should absolutely minimize the performance disadvantages of the proxy solution, while emphasizing the scalability gain.

4.4 A Pluggable Name Service FT-MPI

This section is a transcript of the paper “Applicability of Generic Naming Services and Fault-Tolerant Metacomputing with FT-MPI” [100]

System clustering has rapidly grown to become one of the most popular approaches to supercomputing. Traditionally, clusters are built within strongly controlled environments, using homogeneous resources within a single administrative domain (AD). However, there is a growing interest in clustering resources that feature high levels of geographical distribution across multiple ADs to perform large scale collaborative computations.

MPI is arguably the most popular approach to programming parallel applications on cluster systems. Projects like MPICH-G2 [88] give response to a rising demand for adapting MPI to higher levels of heterogeneity and geographical distribution than those available in traditional cluster systems. These initiatives have proven to be quite successful at the user level [88, 96, 89]. However, they create a number of issues at the administrative level as resources in different administrative domains must all use common policies and be properly synchronized [94].

Also, these systems lack fault-tolerance. A number of solutions have been developed to address the latter issue [92, 93, 37, 35, 91]. One such solution is FT-MPI [98].
FT-MPI roughly divides fault recovery into two major phases: MPI level recovery and application level recovery. After a failure, FT-MPI makes sure that the MPI environment is correctly restored to a functioning state (automatic MPI-level recovery). From there on, it is up to the application itself to restore its own state instead of relying on automated but potentially unscalable solutions like global distributed checkpointing. This makes FT-MPI an interesting solution for highly geographically distributed, heterogeneous resources.

However, FT-MPI is currently confined to single ADs. Also, bottlenecks and potential single points of failure (SPoFs) become an issue when deploying it on multiple ADs, connected by less reliable (WAN) networks than those available within a single AD (LAN, specialized infrastructure). One of the points where such problems might occur is the FT-MPI name service (NS). We address this issue, not by providing “yet another NS”, but rather by making the NS “pluggable”, allowing deployers of FT-MPI to use an existing and generic, “off-the-shelf” NS of their own choice (e.g. ActiveDirectory, OpenLDAP, HDNS[97], ...). Such products often provide built-in fault-tolerance and performance enhancing features, as well as other capabilities that might be of interest to the operator of an FT-MPI system. The goal is to enable an operator to choose an NS that corresponds best to his specific needs and available resources, instead of being bound to a single, custom-made NS as is currently the case. The design includes a hierarchical message delivery mechanism which allows for setting up FT-MPI with only a single connection to the NS per AD. This greatly reduces the network bottlenecks that might occur when massive amounts of machines spread over multiple ADs all have to connect to the NS concurrently.

To address the interoperability issues, we use features of the H2O [90] metacomputing framework. H2O gives us the capability to set up, run and use an FT-MPI environment spanning multiple ADs without the need for system accounts – as long as they are accessible via the H2O framework. H2O allows operators to do this in a centralized, transparent and generic manner, hiding the heterogeneity of the underlying systems.

4.4.1 Design Overview

Basic FT-MPI architecture

FT-MPI offers the user a virtual machine (VM) built around the interactions of the MPI library with three different types of daemons. Roughly speaking: the MPI library takes care of the message-passing and other MPI-related issues. The startup daemons start up processes on the individual nodes on which they run, and keep a handle for each of those for the duration of the job. The notifier daemons are non-critical processes that marshal and manage failure notification.

For the work described in this paper, we focus on the third: the naming daemon. Each VM runs exactly one such daemon. The naming daemon provides a NS, which functions as a repository for contact information of nodes in the VM as well as a general data repository. It also plays a crucial role in the recovery mechanism. It is used for setting and determining the currently active nodes within a job or VM during either VM buildup, job startup or job recovery. Currently, the naming daemon constitutes a potential SPoF, as it is highly state-retaining and critical for the
general functioning of the VM. It is also a possible choke-point when communicating between different ADs, as these are most probably connected by slower, higher latency networks (WAN/internet) than available within a single AD (LAN). Finally, the naming daemon does not support features like replication and load balancing. These features would be desirable to improve scalability at very large VM sizes.

Extensions to the FT-MPI architecture

Extended design. As stated in the introduction, we decided not to address these issues with the NS by providing a completely new one. Rather, we enable an operator of an FT-MPI VM to use an NS of his own choice. There is a wide range of “off the shelf” NS systems available, ranging from commercially available solutions by major vendors like Sun or Microsoft to open source alternatives like OpenLDAP or research project like HDNS[97]. These provide a wide range of fault-tolerance and performance features like load distribution, replication, checkpointing etc.

Our intent is to enable the operator to choose an NS that is most appropriate w.r.t. his performance and fault tolerance requirements. The ultimate goal is to move all state-retaining functionality away from FT-MPI and into this pluggable NS, thus using any fault-tolerance features in the “plugged” NS to remove the potential SPoF. In order to accomplish this goal, we expanded on the basic FT-MPI design as follows:

- instead of directly contacting the NS, components of FT-MPI now contact a proxy server which resides on the gateway between the single AD and the “outside world”; this proxy server acts as a “front-end” to the real NS, translating the internal FT-MPI protocol calls to a format that is understood by the real, “back-end” name service; the front-end does not retain internal state – thus, failures can be handled through simple measures like a trivial replication scheme or a restart
- all nodes on a single AD retain an open connection to the NS front-end for that AD, and each NS front-end retains a single connection with the NS back-end (hierarchical message forwarding)
- the NS front-end is implemented as a H2O “pluglet” making it fully remotely deployable by operators on any machine that runs an H2O kernel

The front-end services all of the nodes within the single AD – posing as the real NS – while retaining only a single connection with the back-end. This hierarchical message forwarding approach significantly cuts down the number of connections that would have to cross multiple ADs. On top of this, it potentially enables us to resolve certain calls to the NS locally at the proxy through caching, without having to pass on every call to the back-end. Thus, this approach drastically reduces the chance of bottlenecks on in-transit calls between multiple ADs, and offers room for improvements to scalability. This also solves issues with AD-specific configuration schemes like network address translation (NAT) for the NS (these issues were already addressed in [99] for computational nodes). With the front-end situated on the gateways, it can take in messages from the nodes at the internal interface using virtual IP addresses, and transfer them over the “outside” interface using real IP addresses, or even through a completely different communication fabric (JXTA, ...).

More importantly, this enables the NS to be FT-MPI “agnostic”. All FT-MPI
related logic is encapsulated within the front-end. Communications between proxy and back-end are done through a generic interface (more on this under “approach”), making the NS back-end fully pluggable. Using proxies also enables us to integrate this design change without a recompile of the FT-MPI sources. Basically, it suffices to start up the proxy and an appropriate back-end instead of the original NS, and then run the rest of FT-MPI without further modifications. Last, but not least, using H2O to implement this design enables us to take away any extra overhead in setting up this scheme from the individual AD administrators. Given that the necessary resources run a H2O kernel, operators of an FT-MPI VM can now deploy this complete setup remotely and in a transparent manner. For remote setup, H2O provides the necessary features to manage the whole process from code staging up to setup and running of the whole mechanism.

**Approach.** For the implementation of this design we opted to use of Java programming language, libraries and related coding and interface standards. This decision was motivated by a) it being used for H2O, of which we wanted to inherit the useful features described above, b) its own inherent qualities for implementing server-side solutions across heterogeneous resources and c) its powerful API. Specifically, we make use of JNDI, the Java Naming and Directory Interface. JNDI provides uniform access to a diverse range of NS solutions, ranging from LDAP (the Lightweight Directory Access Protocol) to DNS (the Domain Name Service). Any provider can make a NS “JNDI-enabled” by implementing a Service Provider Interface (SPI). All of this works in a manner that is fully transparent to the user. Thus, using JNDI allows us to make access to the backend generic towards different NS’s. The only backend-specific code which needs to be written concerns naming conventions. These widely differ between different NS implementations. Impact of this issue is minimized by separating this functionality into a very basic pluggable name resolver. Providing an implementation of this for the specific back-end is enough to make the whole scheme work transparently for the rest of the process. A basic resolver for LDAP has been implemented, and others are currently in the pipeline.

**Extending upon JNDI.** Though it can solve the problems regarding SPoF, decoupling the NS from FT-MPI introduces new issues concerning concurrency. FT-MPI assumes a centralized NS. This NS is basically single-threaded and queues all incoming requests on receipt. Thus, it never poses a problem w.r.t. multiple requests accessing the same data resource. However, the new design we propose has the front-ends running and accessing the back-end in parallel. This introduces the issue of atomicity.

To enable for genericity, JNDI assumes a base level, lowest common denominator approach to accessing a NS. However, the calls in the protocol which FT-MPI uses to access its NS are quite high-level in nature, requiring compound operations like atomic increment, atomic compare and set etc. to be resolved in a single call. FT-MPI is highly dependent upon atomicity of these calls. This results in a necessity to resolve certain protocol calls to the NS through multiple primitives in JNDI, requiring separate lookups and subsequent binds. This makes potential concurrent access to
shared data resources, and potential resulting problems (e.g. race conditions), an important issue.

We have tackled these issues by building an unreliable named locking scheme on top of JNDI. This locking scheme allows us to acquire named locks, thus giving individual front-ends exclusive access to a given shared resource when needed. Locks are given a limited lease time, and must be retained by the current lock owner. If a lock is not properly retained, it grows stale and can be forcefully taken by another contender for the same resource. By using an abstract interface for the implementation, NS providers are able to supply native locking to the user if it is supported in their product, simply by offering their own extension of the interface. For NS systems that do not support native locking, we offer our own implementation of the interface which provides locks using basic primitives of JNDI (natively implemented locking, of course, potentially yields better performance).

This is accomplished as follows. JNDI guarantees atomicity of bind. Therefore, binding a new named object into the NS will either completely succeed, or completely fail, without leaving the NS in an inconsistent state. On top of this, a regular bind will not succeed if the object to be bound is already present in the NS (using the same name) – you’d have to use a rebind operation to do that. We can use these features to bind a “lock” object with a given name into the NS. If the bind succeeds, the lock has been acquired and further operations can proceed. If the bind does not succeed, this means that a lock with that name was already bound by another agent. In this case, a repetitive retry scheme with graceful back-off is used to wait until the lock becomes either available (the owner un-binds it), or stale (the owner does not renew the lease in time). If the lock has grown stale, it is forcefully transferred on the next attempt to acquire it.

However, the locking scheme we use is necessarily unreliable, due to the nature of the intervening medium between the front-ends and the back-end (the network). This could potentially lead to inconsistencies in the backend state when a failure occurs or a lock grows stale, somewhere in the middle of the compound update process.

To overcome this issue, we have adopted an approach to the design of our update algorithms which enables for consistent state up to and until the last bind-operation for a given protocol call. Failure in any phase before the final bind can simply be solved by applying a garbage-collection operation to the back-end. Garbage collection can potentially be piggybacked on other operations for performance gain. On top of this, to make certain that no state-changing operations from a previous lock owner come through after a stale lock was forcefully transferred, the state-changing bind is only done when the remaining lease time on the remote lock is higher than the socket time out. In this way, we can be certain that the “final” bind has either succeeded or failed before we lose the lock, as the socket will have timed out and the bind will have returned an error before expiration of the lease. This does require resetting the socket time-out to more reasonable levels than the default, which is trivial in Java.
4.4. A PLUGGABLE NAME SERVICE FT-MPI

4.4.2 Evaluation

To evaluate communication overhead generated by the new design in comparison to the old, we created a proof-of-concept implementation of the front-end. We performed a comparison experiment on two nodes: one in Atlanta (Georgia), USA, the other situated in Antwerp, Belgium. The node in Atlanta is a 2.4 GHz Pentium 4 with 1GB memory running Mandrake Linux 10.0. The node in Antwerp is a 1.90GHz Pentium 4 with 256MB memory running Suse Linux 7. Both nodes are connected to the internet through a broadband internet provider, and communicate through plain, unencrypted TCP sockets. This setup was used in order to simulate the conditions which the design is aimed at: geographically distributed, heterogeneous resources.

For the back-end in the new design, we used a standard installation OpenLDAP version 2.1.25 with BDB (Berkeley Data Base) for storage. The node in Atlanta ran the original FT-MPI NS or OpenLDAP depending on the case being tested. The node in Antwerp ran a basic client program in both cases, plus the front-end in the case of the new design.

We ran two experiments: in the first, we first inserted and then read entries with progressively growing payloads (10-900 B, using 100 B steps from 100 to 900 B) and measured wall-clock time for both insertion and read. In the second, we inserted and read batches with a progressively growing amount of equal-sized entries into the NS and again, measured wall-clock time for both cases. These experiments evaluate scalability in terms of transaction size and transaction frequency. They were primarily geared towards testing feasibility, scalability and stability of the new design. Ultimately, we want the new NS to behave as scalable and stable as the original. When it comes to raw performance however, it is to be expected that the original NS will outperform the new design in its current state. This is because a) the original NS was implemented using RAM-based data storage only and b) the original NS uses purely static memory structures as well. Of course, this is not the
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case with the OpenLDAP backend. On top of this, OpenLDAP will show a heavy bias towards retrieval operations as it optimizes these over modification/insertion.

The experiment successfully ran to completion leaving the backend in a fully consistent state, proving the feasibility of the new design. The results of our experiment are shown in figure 4.1. As expected, the numbers show a performance advantage for the original NS on insert vs. our new design. Read operations though are almost on an equal level for both cases. The figure also clearly shows that in both cases, the evolution of the measured wall clock time remains linear. This confirms that, despite the need to replace the monolithic features of the original NS by several aggregated operations in the backend (especially on insert), the system remains scalable and delays remain predictable. On top of this, performance remains more than acceptable for regular jobs, as the NS overhead only comes into account at job startup and during fault recovery. Regular job performance will not be hindered by the performance loss on the NS. Even when taking into account the factor 9 performance hit on insert, operation timings remain below 1 second.

4.4.3 Summary

We have discussed issues concerning the deployment of FT-MPI for large scale computations on highly geographically distributed, heterogeneous resources. We have shown that “vanilla” FT-MPI poses some limitations in this area due to the nature of the naming service which is used internally by FT-MPI.

We have worked out a design which address these issues by enabling operators of an FT-MPI setup to a) transparently set up and run an FT-MPI system across multiple administrative domains and b) “plug in” their own name services. This feature is highly desirable as existing off-the-shelf name services often provide numerous features for improved fault tolerance and performance (e.g. distribution, redundancy, replication, checkpointing, journalling, automated management and restart etc.). The proposed design does not require changes to the FT-MPI source. To accomplish all of this, we use the features of the H2O metacomputing framework and leverage the features of JAVA and its component for name service management, JNDI. Also, the staging mechanism employed in the design reduces the nr. of connections to the name service to one per administrative domain, thereby reducing bottlenecks on potentially slower network connections between multiple administrative domains and allowing for local optimization through caching.

4.5 A performance Evaluation of FT-MPI Name Services

This section is a transcript of the paper “FT-MPI, Fault-Tolerant Metacomputing and Generic Name Services: A Case Study” [106]

Over the course of the last ten years, clusters running some implementation of MPI have become some of the most popular supercomputing platforms. Recently, there has been a growing interest in clustering resources that feature extensive geographical distribution across multiple Administrative Domains (ADs). This raises
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the issue of fault-tolerance. FT-MPI [98] differs from other solutions to the fault-tolerance problem [93, 37, 91, 92, 35], in that it allows the application itself to restore its own state, instead of relying on automated – but potentially unscalable – solutions like global distributed checkpointing. This makes it an interesting solution for highly geographically distributed, heterogeneous resources with a need for customized, lightweight recovery mechanisms.

However, FT-MPI is currently confined to single ADs. Also, bottlenecks and potential single points of failure (SPoFs) become an issue when deploying it over slower AD interconnects. One of the critical modules is the FT-MPI name service (NS). We have previously addressed these points [99, 100] by developing a proxy-based solution which allows FT-MPI administrators to use any NS of their own choice (including any fault tolerance features available with it). Further, we use features of the H2O metacomputing framework [90] to span multiple ADs without the need for individual accounts on each system.

Thus we need to focus on improving performance of operations over the proxies. We demonstrate the ability of our approach to transparently and scalably switch between different NSs. We will also present performance test data for the improved algorithms using different backend NSs.

4.5.1 Design Overview

Basic FT-MPI architecture

A running FT-MPI virtual machine (VM) deploys one FT-MPI runtime per node and a number of daemons to assist it in setting up and managing jobs: a startup-daemon on each node (semi-critical), one or more notifier daemons (non-critical), and a single naming daemon (figure 1).

Each VM needs exactly one naming daemon (however, a single NS instance can manage multiple VMs). It provides a custom NS and serves a crucial role in VM buildup, job startup and job recovery. Specifically, the FT-MPI runtime uses it to keep records on VM and job membership. To ensure data consistency, editing of records for job and task state in the NS is done by the FT-MPI runtime of single leader node. The leader edits these records during the error recovery phase to clean up job and task state. FT-MPI runtimes on other nodes are then notified of the

![Figure 4.2: a typical running FT-MPI system](image)
changes through a system of callbacks. Leaders are elected through a custom call in the NS.

We note the following issues with the daemon in the currently available version of FT-MPI: 1) it constitutes a potential SPoF, as it is highly state-retaining and critically important for the general functioning of the VM, 2) it is also a possible choke-point when communicating over slow AD interconnects (this issue was recently addressed [101] and an adapted recovery algorithm should be added to future releases of FT-MPI) and 3) it does not support features like replication and load balancing, which would be desirable to improve scalability at very large VM sizes. We note that many generic name servers currently available do offer these features.

Extensions to the FT-MPI architecture
We use proxies to bridge between the custom FT-MPI NS protocol and any generic NS, enabling an operator of an FT-MPI VM to use a NS of his own choice:

- instead of directly contacting the NS, components of FT-MPI contact a proxy which resides on the gateway between the single AD and the “outside world”; this proxy acts as a “front-end” to the real NS, translating FT-MPI protocol calls to a format that is understood by the real, “back-end” name service; the front-end does not retain internal state – thus, failures can be handled through simple measures like a trivial replication scheme or a restart
- all nodes on a single AD retain an open connection to the NS front-end for that AD, and each NS front-end retains a single connection with the NS back-end (hierarchical message forwarding)
- the NS front-end is implemented as a H2O “pluglet” making it fully remotely deployable by operators on any machine that runs an H2O kernel

The setup is best illustrated by the example in figure 2.

This approach allows FT-MPI to use one of a wide range of “off the shelf” NSs available. Many of these provide important fault-tolerance and performance features lacking from the current FT-MPI NS (load distribution, replication, checkpointing etc.).

The proxies are implemented in Java. This allowed us to use JNDI, the Java Naming and Directory Interface, which provides uniform access to a diverse set of NSs, ranging from LDAP to DNS. Any provider can make a NS “JNDI-enabled” by implementing a Service Provider Interface (SPI). All interaction with the NS is fully transparent to the user. Thus, using JNDI allows us to make access to the backend generic w.r.t. different NSs.

Concurrency, atomicity and JNDI
FT-MPI assumes a centralized, single-threaded NS which queues all incoming requests on receive. A number of its calls resolve compound operations like increment, compare and set etc. in a single atomic call. However, 1) the new design we propose has front-ends running in parallel and accessing the back-end concurrently and 2) certain single (atomic) calls in the NS have to be resolved through multiple primitives in JNDI, requiring separate lookups and subsequent binds. This introduces the possibility for concurrency problems, e.g. race conditions.
We previously discussed a solution through the use of remote unreliable locks, composed from basic JNDI primitives[100]. We will show that it is possible to handle a majority of NS interactions without the use of said locks by exploiting the NSs single-update / multiple-callback architecture. To accomplish our goals, JNDI provides us with the following (relevant) atomic primitives:

- bind\( (name, object) \): binds object, which can contain an arbitrary number of fields to name; returns success or failure; appropriate exception is thrown if name is already bound
- rebind\( (name, object) \): replaces the current object bound to name by object, or acts identical to bind in case name hasn’t been bound yet; returns success or failure
- lookup\( (name) \): returns the object bound to name; an appropriate exception is thrown in case of problems

JNDI also supports a callback mechanism, enabling us to register and “listen” for updates to the NS, very much like the original FT-MPI NS.

**Leader election**

The most important part of custom functionality to implement is the leader election system. Once a leader gets elected, all editing of records for job and task state is done through him, eliminating the problem of concurrency. The FT-MPI NS implements leader election as a “grab the token” type of contest. The NS provides a custom call of the general form swap\( (token, old\_leader, contender) \) which swaps the ownership of token from old\_leader to contender if the current owner of token is old\_leader. In other words: the first contender node to get its message

---

Figure 4.3: An FT-MPI VM using proxies and a generic back-end NS
handled by the NS gets to swap ownership of the token (and become leader) whilst a failure message is returned to the others on all subsequent messages.

**An adapted election algorithm**  Given the primitives available to us, we perform leader election by implementing “grab a token” as “bind a token”. For each token which is swapped during the lifetime of the VM, an object is stored in the NS with an *election_count* keeping track of how many swaps have already been performed on it. This token is read during the initialization phase of the proxy and the counter is locally cached for later use. When an election takes place, all contender nodes send the appropriate message to their respective proxies and the following sequence of actions is performed:

1. the proxies each increase the cached leader counter for *token* by one, once – for all contenders who share the same proxy, the contest is resolved locally at the proxy
2. each proxy, for its respective local winner, attempts to bind an object under the name "*<token>_<counter>" – the node for which the bind succeeds is the *winner node*, all others are *loser nodes*
3. the proxy acting for the winner node rebinds *token* with the new ownership data (triggering a callback) – the winner token becomes the leader and the outcome is relayed back to the new leader node - meanwhile, the proxies handling the calls for the respective loser nodes wait for a callback on a rebind for *token*, eventually relaying the outcome to their respective loser nodes as normal
4. if something goes wrong during the winner’ actions in step 3 (non-atomic), this means something is wrong with the proxy, the gateway on which it resides, or its network connection; all of these will get nodes in their respective AD into trouble and register with the FT-MPI runtime as an error – the FT-MPI runtime will then recommence the recovery procedure (including a potential new leader election) as normal

This leaves us only with the problem of compound operations: what if something goes wrong with the leader in the middle of a compound operation? JNDI only allows for atomic operations on a single object at a time. This would lead to inconsistencies in the backend. We deal with this problem by using a single state object which contains pointers to all objects involved in the compound operation. We do not directly write to the objects themselves, but to a copy, keeping the old state intact until all actions in the compound operation have been performed. When ready, a rebind of the index record turns everything over to the new state within a single operation. This may leave spurious objects in the NS, but these can easily be cleaned up by an independent garbage removal process.

**Results**  Advantages of this approach are 1) the ability to drastically reduce dependence on remote locks, enhancing performance by reducing the amount of JNDI calls that would normally be needed, and 2) the ability to do partial local resolution of the leader election process at the proxy, bringing down the amount of effective calls going out to the back end NS. This reduces the potential for choke-points on connections between different ADs and helps spreading load for very large, geographically
dispersed VMs. Also, the number of callbacks is similarly reduced to one per proxy instead of one per node.  

4.5.2 Evaluation

Figure 4.4: Evolution of wall-clock time with increasing payload and # operations (read/write)

Setup and Experiments

To demonstrate the ability of our setup to transparently switch between multiple NS backends, we performed a comparative experiment on two nodes: one in Atlanta (Georgia), USA, the other situated in Antwerp, Belgium. The node in Atlanta is a 4 CPU 2.8 GHz Pentium 4 with 1GB memory running Mandriva Linux 2006. The node in Antwerp is a 1.90GHz Pentium 4 with 256MB memory running Suse Linux 7. This setup was used in order to simulate the conditions which the design is aimed at: geographically distributed, heterogeneous resources. The node in Atlanta ran the original FT-MPI NS, OpenLDAP or HDNS depending on the test case. The node in Antwerp ran a basic client program in both cases, plus the front-end in the case of the new design.

We ran a number of performance tests comparing the original NS with two alternatives: the LDAP-based OpenLDAP using the Berkeley DB, and HDNS [97]. HDNS is a naming service initially developed for the Harness Project[102]. While developing the SPI, a completely new version of HDNS has been designed and implemented. Both of the NSs support distribution and a number of features like fault-tolerance and persistency, which are not available in the original FT-MPI NS.
The following experiments were performed to evaluate scalability in terms of transaction size and frequency: 1) insert and read back entries with progressively growing payloads (10-900 B, using 100 B steps from 100 to 900 B) and 2) insert and read batches with a progressively growing number of equal-sized entries into the NS – measure wall-clock time for both cases. Ultimately, we want the new NS to be as scalable and stable as the original. We tested the performance of insertion and deletion without locks, allowed by the leader election mechanism described above.

Results
We note that all experiments successfully ran to conclusion and left the back-end in a consistent state. From a practical point of view, we noticed that changing between OpenLDAP and HDNS was very easily accomplished. None of these experiments required any kind of code change or recompile of either the original FT-MPI code, or the Java-code for the proxies. A few changes to a configuration file and command-line parameters suffice to change NS back-ends from one experiment to another.

Looking at the figures, we conclude that the ability to do insertion without locking (though still less efficient than the original NS) provides us with a notable performance improvement over previous experiments in which we did use locking [100], the performance gain consistently being around 40%. It should prove interesting to do further research on improving performance of compound insertion operations, bringing figures even closer to those of the original NS. We also note that HDNS performs rather well as a backbone, outperforming OpenLDAP on both insert and read operations in both experiments. On read operations it even succeeds at slightly outperforming the original NS. We are currently investigating possible reasons for this remarkable behavior. Further, both graphs show linear growth on both insert and read for both experiments, proving that our design remains scalable and stable.

4.5.3 Summary
To summarize, we have discussed an algorithm which allows us to implement a leader election system without locking, and note that it is possible to minimize the amount of locking in general. This results in a significant performance gain over previous implementations, both in terms of the amount of JNDI primitives needed and the amount of data transferred over connections between multiple administrative domains. We have presented experimental results which 1) confirm the efficacy of this approach, as well as 2) show the effective ability to transparently change between different back-ends, as demonstrated by our use of both LDAP and HDNS back-ends without significant changes.

4.6 Conclusion
As to the last part of our first research question: what yet remains to be done in the area of fault-tolerance to make fault-tolerant use of MPI a valid approach?

In order for MPI to provide a valid platform for the kind of applications we are researching, we need an MPI that provides (1) application-controlled fault-tolerance
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which (2) functions and scales across heterogeneous and geographically spread resources, divided among multiple administrative domains.

FT-MPI is currently the only form of MPI that supports application-controlled fault-tolerance. However, (1) it has problems when deployed over multiple administrative domains - luckily, it turns out that we can tackle these problems using the H2O meta-computing framework; and (2) FT-MPI has scalability problems and suffers from single-point-of-failure issues due to the structure of its name service, which serves as a state database.

This issue was eventually tackled through a combination of many technologies, involving (again) the H2O meta-computing framework and Java’s JNDI API, and concentrates on enabling the administrator deploying an FT-MPI system with any JNDI-enabled name service (and corresponding fault-tolerance features) of his own choice, enabling for scalability through a hierarchical forwarding mechanism with the potential for caching. Key to – and the meat of – this solution is a distributed coordination mechanism using unreliable locks, based on the limited means available through JNDI and most basic name services.

This opens the way for FT-MPI to become our MPI implementation of choice, and concludes the overview of the work that we did on FT-MPI proper.
Part III

Refactoring for MPI and FT-MPI
In this part, we focus on the following research questions:

- With regard to MPI software: what – if any – changes are required to make it fault tolerant, given an MPI implementation that supports it. What does a generic “cookbook” for creating fault-tolerant MPI-based software look like.
- With regard to Fortran legacy code: what needs to be done to integrate the code with C++ code work in a user-friendly manner.

We investigate these questions by applying them to a case study, and tracking its evolution – through a sequence of step-by-step re-factoring stages – from a classical, sequential code-base, to a parallel and fault-tolerant hybrid Fortran 90 / C++ based (FT-)MPI program.

From this development process, we deduce a series of guidelines for tackling each of our two research questions vis-a-vis any other code in a similar situation, i.e. general, non-parallel, non-fault-tolerant Fortran code.

The case study is a quantum nuclear scattering application, developed by F. Arickx and V. S. Vasilevsky at the University of Antwerp [70, 71]. It is a prototype of a smaller-scale research project realized by a small group, with limited funding, yet facing very real resource shortages.

These resource problems could be solved by parallelizing such an application. A number of resources are available for running parallel applications at the University of Antwerp:

- a number of commodity hardware based clusters, composed both from new and “recovered” old hardware
- a large number of machines might be made available “after-hours” - or at a more fine-grained level “between hours” – in student computer labs
- CalcUA, a 2 teraflop parallel supercomputer with 256 (dual processor) nodes, available since march 2005
- preferably, combinations of the above, maximizing computing potential

Both the first, the second and the fourth options involve clustering heterogeneous resources, spread over multiple networks and administrative domains. As mentioned,
some of these resources have served a number of other tasks before being assimilated into a cluster: they are old, potentially prone to breakdown, but also too useful and plenty to ignore.

Being the most prominent tool for parallelization at this moment, MPI is the natural way to go in porting the application. As mentioned in previous chapters however, MPI is currently not fault-tolerant. This is an absolute need when taking into account heterogeneity, older and physically spread resources, which brings FT-MPI into the picture.

We begin the chapter with a short introduction into the case study. Then, we elaborate on some of the preparatory steps in the refactoring process of the code, to lay a clear foundation for the actual research work to follow. Then, we will first focus on finding the answer to our third research question, before concentrating on answering the second one in the latter part of the chapter. It is more natural to first port part of the code to C++ and integrate it with the legacy-code and then refactor the code-base to be fault-tolerant, as greater ease in maintenance and further refactoring is one of our main reasons to start working with C++ in the first place.
A Quantum Nuclear Scattering Application

5.1 Three-cluster Model for $^5H$

Let us first, for the sake of greater clarity, offer some background knowledge on the basic functionality of the legacy code itself.

The $^5H$ nucleus has a large neutron excess and lies beyond the neutron drip line. It has, in the last five years, been the object of quite a few experimental investigations aimed at finding clear evidence of the existence of resonance structures in $^5H$.

Different theoretical models and methods have been used to calculate the energy and width of the resonances. We focus on an application of the microscopic three-cluster model [70] formulated in the context of the Modified J-Matrix method described in [71], and model $^5H$ with the $^3H + n + n$ three-cluster configuration.

The three-cluster wave function can be written as

$$\Psi_{SL,JM} = \hat{A} \{ [\Phi_1(t) \Phi_2(n) \Phi_2(n)]_S \phi_L(q_1, q_2) \}_{JM}$$

(5.1)

where $\Phi_1(t)$ is an antisymmetric shell-model wave function describing the internal structure of $^3H$ with three nucleons in the s-shell. The neutron wave function $\Phi_2(n)$ only includes spin and isospin variables of the neutron. $\hat{A}$ stands for the overall antisymmetrization operator. The relative behavior of clusters can be described by two sets of Jacobi coordinates as shown in Figure 5.1.

The inter-cluster wave function $\phi_L(q_1, q_2)$ of relative three-cluster motion is to be determined by solving the Schrödinger equation with the appropriate boundary conditions. We therefore expand the wave function $\phi_L(q_1, q_2)$ onto a Hyperspherical Harmonic basis:

$$\phi_L(q_1, q_2) = \sum_{l_1, l_2} \phi_{l_1, l_2;L, \theta} \{ Y_{l_1}(q_1) Y_{l_2}(q_2) \}_{LM}$$
Figure 5.1: Possible choices of Jacobi coordinates

\[
\psi_{c:L}(\rho) = \sum_{n_{\rho}} C^{(c:L)}_{n_{\rho}} \Phi^{(K)}_{n_{\rho}}(\rho) \chi_{c}(\Omega_{5}) \quad (5.4)
\]

It should be noted here that all spectroscopic calculations – bound state energies, phase shifts, cross sections etc. – are independent of the specific choice of Jacobi coordinate system (see Figure 5.1) if one uses a complete set of Hyperspherical Harmonics for given momentum \( K \) (i.e. all possible values of partial angular momenta compatible with this \( K \)).

We solve the Schrödinger equation by substituting (5.1) as an ansatz with (5.2), (5.3) and obtain a matrix equation in the expansion coefficients \( C^{(c:L)}_{n_{\rho}} \) (see [70]). Because of the oscillator expansion, we can obtain the solution through the Modified J-Matrix approach [71]. This is an implementation of the Resonating Group Method in function space. As in coordinate space, we distinguish an interaction and an asymptotic region, but now in the space of expansion coefficients. The latter are split in two subsets: the first set represents the three-cluster wave function in the internal region and is determined by solving the Schrödinger matrix equation; the second set is connected with the asymptotic form of the wave functions and has to represent the appropriate boundary conditions. The asymptotic set for a scattering boundary condition is obtained from the solution of reference hamiltonians describing three non-interacting clusters. These hamiltonians are defined in [70]. There will be \( N_{c} \) (the number of channels) independent solutions, with an asymptotic behavior for large hyperradius \( \rho \)

\[
\Psi^{(c)}_{c} \rightarrow \Phi_{1}(A_{1}) \Phi_{2}(A_{2}) \Phi_{3}(A_{3}) \sum_{c} f^{(c)}_{c}(\rho) \chi_{c}(\Omega_{5}) \quad (5.4)
\]
5.1. THREE-CLUSTER MODEL FOR $^5H$

where $c_0$ refers to the incoming channel, and $f_c$ denotes the asymptotic expansion coefficients, defined by

$$f_c^{(c_0)}(\rho) \rightarrow \delta_{c_0,c}\psi_c^{(-)}(k\rho) - S_{c_0,c}\psi_c^{(+)}(k\rho)$$

(5.5)

Here $\psi_c^{(-)}(k\rho)$ ($\psi_c^{(+)}(k\rho)$) is the incoming (outgoing) channel wave function and $S_{c_0,c}$ is the $S$-matrix describing the transition from the initial channel $c_0$ to the final channel $c$.

The resonance parameters can be deduced from the eigenphase shifts, obtained by diagonalizing the $S$-matrix. In this eigenchannel representation one has ($\alpha$ enumerates the uncoupled eigenchannels)

$$S_\alpha = \exp\{2i\delta_\alpha\}, \quad \alpha = 1, 2, \ldots, N_c$$

The relation between the original $\|S_{c,c'}\|$ and diagonal $\|S_\alpha\|$ forms of the $S$-matrix is

$$S_{c,c'} = \sum_\alpha U_{c\alpha}^c S_\alpha U_{c'\alpha}^{c'}$$

with $\|U^{c'}_\alpha\|$ an orthogonal matrix. The extraction of resonance position and width is done in the traditional way by

$$\left.\frac{d^2\delta_\alpha}{dE^2}\right|_{E=E_\alpha} = 0, \quad \Gamma = 2 \left.\frac{d\delta_\alpha}{dE}\right|_{E=E_\alpha}^{-1}$$

(5.6)

The problem to be solved is thus essentially twofold: (1) set up the matrix equation by substituting (5.1), (5.2) and (5.3) for the solution of the Schrödinger equation, i.e. calculate the energy matrix, and (2) solve this equation subject to the appropriate boundary conditions. A major advantage of the current approach is that an explicit representation of the wave function is obtained. This allows for a detailed analysis of the resonance wave functions, as well as for the possibility to calculate additional physical quantities at the resonance energies.

In this contribution we will focus on resolving the first problem in a distributed way for an extensive basis.

The energy matrix to be determined can be denoted by ($c = \{K; l_1, l_2\}$)

$$\langle c_i; L, n_i | \hat{H} | c_j; L, n_j \rangle = \langle K_i, l_i, n_i | \hat{H} | K_j, l_j, n_j \rangle$$

(5.7)

where $\hat{H}$ is the Hamiltonian, or energy, operator, and $i$ and $j$ distinguish basis states; the right hand side in (5.7) simplifies the notation, omitting $L$ as an overall constant, and replacing the combination $(l_1l_2)_i$ by $l_i$

The theory to obtain (5.7) [70] is well beyond the scope of this thesis, but it can be broken down to

$$\sum_t \sum_{l_\tau} \sum_{l_\sigma} R(K_i, l_i, l_\tau, t) \left\langle \left. \hat{H} \right| K_j, l_\sigma, l_j \right\rangle \left\langle \left. \hat{H} \right| K_i, l_\tau, l_\sigma \right\rangle R(K_j, l_\sigma, l_j, t)$$

(5.8)

$$= \sum_t \sum_{l_\tau} \sum_{l_\sigma} R(K_i, l_i, l_\tau, t) \left\langle \left. \hat{H} \right| K_j, l_\sigma, l_j \right\rangle \left\langle \left. \hat{H} \right| K_i, l_\tau, l_\sigma \right\rangle R(K_j, l_\sigma, l_j, t)$$

(5.9)
where $\langle \rangle$ stands for a matrix over all $n_i, n_j$ indices. The $R$ factors are so-called Raynal-Revai coefficients as discussed in [70], and the nature and range of index $t$ depends on the nucleus ($^5H$) and its cluster decomposition ($^3H + n + n$).

The granularity of the problem is clear from (5.9), and reduces the problem to a fork and join algorithm by calculating all independent $\langle \langle K_i, l_r \big| \hat{H} \big| K_j, l_s \rangle \rangle_t$ matrices for fixed $K_i, K_j$ and all allowed combinations $l_r, l_s, t$ (the fork), followed by a summation to obtain (5.9) (the join).

5.2.1 Introduction

Before we get to the “meat” of our research, it is opportune to illustrate the refactoring process of the legacy code from the very beginning. Even though these steps do not directly contribute to answering our remaining two research questions, illustrating them in proper detail here will make it easier to follow up the evolution of the legacy code in its later stages.

The very first version of the code-base for the $^5H$ calculations had been written by V. S. Vasilevsky and F. Arickx some time before the current research. This code has been written and compiled for deployment with the Intel Fortran 77 (F77) compiler. F77 however lacks basic facilities for dynamic memory management and pointers. The lack of pointers implies that F77 compilers do not have to deal with aliasing problems, allowing for some useful low-level optimizations. The downside, however, is that some crutches have to be used to deal with cases where no information on memory usage is available at compile time.

This problem was prominent with the first version of the $^5H$ code-base as the size of the $\langle \langle K_i, l_r \big| \hat{H} \big| K_j, l_s \rangle \rangle_t$ matrices changes with different values for $K$ and $L$ (the higher the values, the more memory is needed).

There are generally two ways of dealing with this problem. One is to use cross-language calls to a C subroutine to do the dynamic allocation (as heap-allocation does not pose any problems in C). Given a number of relatively simple measures, exchanging data between C and F77 code is not too big a problem. We will come back to this issue and its details in section Section 6.2.3 – p. 109. The other solution is to write data to file when available memory is full and to retrieve the data back from file when it becomes necessary for further computation. This was the approach used by the original code-base. Of course, this leads to a huge performance overhead when large amounts of read/write operations occur.

As this performance overhead became unacceptable even for low values of $K$ and $L$, and cross-calling to C for this kind of purpose is generally seen as a “hack”, it was decided to port the code to Fortran 90 (F90). F90 does support dynamic memory allocation and requires the programmer to use a number of compiler hints to minimize the performance overhead from pointer aliasing. At this point, the opportunity was also taken to make minor adaptions to the code in order for it to compile both
on the Intel and the GNU compiler version 4, which since recently supports F90 as well. This new code-base handled memory allocation issues through the use of F90’s dynamic arrays feature (we will delve deeper into the topic of F90 dynamic memory management in later parts of this text, specifically in Section 6.2.4.2 – p. 118). Because of the potential size of the individual matrices, it was still decided to retain to-and-from disk swapping for the whole matrices when changing between calculations for different $K_i, K_j, l_1 - l_2$ combinations and $t$ values.

5.2.2 Design

This is where the code was handed over for re-factoring in order to add parallelism at the level of individual matrix / matrix element computation. At this point in time, the code still consisted of a single, more or less monolithic block of F90 code with a single function call for computation of the individual matrix elements.

From a high-level point of view, the original software goes through a number of phases as illustrated in figure 5.2.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{f90_code_base_diagram.png}
\caption{High-level overview of the original F90 code-base}
\end{figure}

\textit{After initialization, the software goes into a main loop consisting of 1) computation, 2) potential write to (read back from) disk of the results matrix for different $K_iK_j$ values and 3) recombination.}

Step-by-step:

1. Initialization phase: the program reads all necessary initialization data from a number of files, all necessary memory for result matrices (1 for each combination of $K_i$ and $K_j$) is allocated through use of the dynamic arrays, all the
results matrix files for different \((K_i, K_j)\) pairs are created, etc.

2. Enter main loop: this is in fact a series of embedded loops, each of which runs through all possible values for the following parameters: \(K_i\), the pair \((l_1, l_2)\) for this value of \(K_i\), \(K_j\), the pair \((l_1, l_2)\) for this value of \(K_j\) and the range of \(t\)-indices.

   (a) Calculation: each combination of the above parameters is used as input for the calculation function; this function returns matrix \(\langle K_i, l_r | \hat{H} | K_j, l_s \rangle\)

   (b) Check the current values for the pair \((K_i, K_j)\) – if the current pair \((K_i, K_j)\) differs from the previous iteration:
   1. write the current values for the \(\langle K_i, l_1 | \hat{H} | K_j, l_j \rangle\) matrix to the appropriate file for the previous pair \((K_i, K_j)\)
   2. read the stored values for the \(\langle K_i, l_1 | \hat{H} | K_j, l_j \rangle\) matrix for the new \((K_i, K_j)\) pair from file into memory

   (c) Recombine: the data from the matrix \(\langle K_i, l_r | \hat{H} | K_j, l_s \rangle\) is recombined into the \(\langle K_i, l_1 | \hat{H} | K_j, l_j \rangle\) matrix.

   (d) Repeat this process until all possible values for the 7 input parameters to the calculate function have been generated (at least the 7 parameters that actually change in value during the runtime of the process - all other input parameters remain at a fixed value as read during the initialization phase).

3. Finalization phase: delete all allocated memory from the initialization phase. Write out the currently open “total” results matrix to file. Write basic calculation data to an output file. Add debug data when required (based upon the actual contents of the combined results files).

5.2.3 Performance

In order to demonstrate that it is infeasible to hold on to a sequential application of this kind for any reasonably high \(K\) number, we discuss results for a calculation with \(L = 0, K = 0, 2, 4, \ldots, 10\), a range of \(l_1 = l_2 = 0, 1, \ldots, K/2\) values, and 45 \(t\) values. All of the computational code was compiled with the GNU Fortran 90 compiler version 4.0.2.

All timings were taken on an Intel Pentium 4 machine 1.7 GHz with 512 MB RAM and hyper threading enabled. As can be seen from figure 5.3, computation times for \(K\) values lower than 8 are quite reasonable. Computation for \(K = 10\) however already takes about 24 hours. Obviously, it becomes unreasonable to attempt computation at any \(K\) numbers higher than this.

5.2.4 Conclusion

The need for parallelization in this case (if we want to do calculations for any reasonably high values for \(K\) or \(L\)) is self-evident. Since we already decided to parallelize
5.2. THE LEGACY APPLICATION

Total execution time $t$ increases rapidly as $K$ rises. At a $K$ value of 12, it is estimated that a single node will require up to 6 days to complete the computation.

Figure 5.3: Evolution of $t$ (in s) for $L = 0$ and $K = 0, 2, 4, .., 10$.

using MPI, the next question becomes: how to go about porting the application to MPI.
6.1 Re-engineering the legacy code

6.1.1 Basic parallelization

As 1) MPI supports a call interface for F77, and 2) F77 calls remain perfectly compatible with F90, we decided that the fastest and most convenient way to add parallelism in the primary stage was to do this first re-factoring step in pure Fortran 90. We decided that – apart from the changes discussed in section 6.1.2 – we should retain the Fortran code as much as possible in its original state, only adding MPI calls where necessary for the parallel computation.

This leads us to a design in which

- only the computations for the partial results matrices are being distributed.
- a single process takes care of both parameter set generation and partial-to-total result matrix recombination (note that none of these activities are computationally intensive)
- the calculation work is being done by multiple additional processes (which, of course, do require high amounts of computational power).

In other words, we get a classical master-slave type of application, as illustrated in figure 6.1.

6.1.2 Other re-factoring choices

During this phase, we also decided to re-engineer the code in two other, more low-level areas, which do not directly relate to the issue of parallelization.

Splitting up into functions

First, in order to add greater modularity, re-usability and readability, we decided to do something about the monolithic nature of the original code-base. Thus, the
The $^5H$ calculation as a master-slave parallel application. The master generates input data sets for the calculation function which runs in the slaves, passing them on as messages. The partial result matrices generated by the slaves are sent back as a return message, with the master recombining them into their respective total result matrices as they arrive.

Figure 6.1: The $^5H$ calculation as a parallel process

code was separated into a limited number of distinct functions, each of which is called from the main loop. This change is primarily useful with an eye towards code maintenance and further re-factoring steps, but will turn out to have some positive repercussions for the next re-factoring step as well (see section 6.2).

Practically, we decided to write the split-off functions in a way which 1) strictly enforces pass-by-value semantics for the function input parameters, while 2) passing back all output by means of the function return value. Our primary concerns in using a strictly separated input / output mechanism were mostly:

1. the issue of the parameter list size for the calculation and recombination functions, which were growing unpractically large
2. the fact that, as a result of this, it became exceedingly hard to make it clear to users of the function which parameters were
   - input – data used, but not changed by the function, commonly abbreviated as IN
   - output – new data produced by the function, equivalently referred to as OUT
   - both of the above – data used by the function for initialization, but also altered by it during processing – which we will refer to as INOUT
3. the lack of parameter list checking in Fortran function calls (unlike e.g. C++, Fortran does not use name mangling during the compile/link process for discovering parameter list errors – we will come back to this issue in section 6.2.4)
Strict separation of input and output semantics helps greatly in clearing up these issues. The separation is accomplished in practice by:

1. passing all IN and INOUT parameters as member fields of an input structure which all input values are assigned to before the function call (thus enforcing call-by-value semantics)

2. assigning the values within the input structure to local variables on entering the function itself (making it effectively possible to transfer the original code into the new function verbatim)

3. analogously, assigning all OUT and INOUT values to the appropriate fields in a single output structure after the function has completed, and passing it back to the caller by means of the function return value (thus strictly separating input and output in the call semantics)

4. and finally, assigning the values within the fields of the output structure to their respective variables in the calling code, after the function has successfully returned (thus allowing for a clear indication of which variables are OUT, or INOUT)

A code snippet illustrating the function calling mechanic is shown in figure 6.2.

This approach is counter to classical coding practices in Fortran, as parameters in Fortran functions are all passed by reference. The classical approach to writing Fortran functions leads to a coding style which 1) promotes doing both input and output of a function by means of the parameters, while 2) using the return value only for signaling success or failure or 3) simply not providing a return value at all (i.e. using a subroutine). This style of programming used to be popular in C as well, but has been dropped from more recent computer languages like C++, Java and others. (These languages use an exception-based mechanism to handle success / failure apart from the input / output parameter mechanism, and support declaring parameters as constants within the context of the function in order to further allow separating input vs. output parameters).

However, the suggested changes to the function calling style do effectively help out in dealing with the issues mentioned earlier, and as a bonus, they will prove to be very useful over the course of the following re-factoring steps, as we will generally get too see in section 6.2, and specifically in 6.2.3.1.

Eliminating dynamic arrays

A final alteration to the original code-base during this stage, concerns the use of dynamic memory. Basically, F90 offers two ways for dealing with dynamic memory: dynamic arrays and pointers. Dynamic arrays offer basic functionality for dealing with array-like structures of which the size cannot be determined at the compile time, while F90 pointers function analogously to pointers types in other programming languages (the topic of F90 dynamic memory management will be further fleshed out in section 6.2.4.2). As we mentioned earlier, in the introductory part of this chapter, the original F90 code-base used dynamic arrays for its heap memory management.

The problem with dynamic arrays is that their use translates badly to the new function call approach described earlier. Specifically, it is not possible to directly pass a dynamic array as a member of a struct without performing a whole array copy...
Adapted function calling in Fortran: instead of doing both input and output through the pass-by-reference function parameters, all input data is passed as set of member fields of the input parameter; likewise, output data is assigned to the fields of a structure which is passed back to the caller as a return value.

Figure 6.2: Code snippet: adapted function call semantics in Fortran

Adapted function calling in Fortran: instead of doing both input and output through the pass-by-reference function parameters, all input data is passed as set of member fields of the input parameter; likewise, output data is assigned to the fields of a structure which is passed back to the caller as a return value.
6.1. RE-ENGINEERING THE LEGACY CODE

To the array, not a whole copy of it. The problem is further illustrated by the code example in figure 6.3.

```
!!!!!!!!!!!!!
! DEFINE DATA
!!!!!!!!!!!!!

! DYNAMIC ARRAY
INTEGER, DIMENSION(:,), ALLOCATABLE, TARGET :: array1
INTEGER, DIMENSION(:,), ALLOCATABLE :: array2

! POINTER
INTEGER, DIMENSION(:,), POINTER :: ptr1, ptr2

!!!!!!!!!!!!!
! EXAMPLE CODE
!!!!!!!!!!!!!

ALLOCATE(array1(size)) ! Allocate space on heap for dynamic array
array2 = array1 ! "ERROR"
ALLOCATE(array2(size)) ! Allocate other array
array2 = array1 ! Array copy!!
ALLOCATE(ptr1(size)) ! Allocate space on heap for ptr to array
ptr2 => ptr1 ! Pointer assign. (No copy!)
ptr1 => array1 ! Also possible because array1 is TARGET.
```

Dynamic arrays vs. pointers in F90. While dynamic arrays are passed by reference when using them as parameters to a function, assigning one to a dynamic array structure member actually results in copying the whole array. Using our adapted approach to function calling in F90, this would actually result in two full array copies, which is certainly not the intention...

Figure 6.3: Code snippet: Dynamic arrays vs. pointers in F90

This issue is easily settled by using Fortran 90 pointers instead of dynamic arrays, as fortunately, they are almost 100% fully compatible with dynamic arrays in practical use.

This effectively means that allocating and deallocating memory for pointers and dynamic arrays happens identically, as do other dynamic memory operations – all we need to change is the declaration of the variable itself.

Again, we will discover that the use of pointers instead of dynamic arrays at this stage will provide us with further benefits during later stages of the re-factoring process, as demonstrated in section 6.2.4 and beyond.

6.1.3 The new code layout

The basic layout of the new code-base is illustrated in figure 6.4. A step-by-step overview follows.

The general layout of the parallel program at this stage is as follows:
Thick-lined boxes represent MPI-operations (broadcast / send / receive).
The **master** code 1) initializes, 2) broadcasts initialization data to the slaves and 3) sends initial task data to start off the slaves. It then goes into 4) the main loop. Therein it a) waits for a slave to send back a result, b) sends either a new task or a “done” message and d) recombines the partial result matrices returned into the total result matrices. Finally, it leaves the main loop to 5) finalize.

The **slave** code 1) waits for init data from the master, then 2) waits for a task from the master, 3) calculates a partial result matrix for the given task, 4) sends it back to the master and repeats the process from step 2 on until it is told by the master to quit. It then 5) finalizes.

Figure 6.4: High-level overview of the F90 code-base after the first re-factoring step

- For the master code
  1. Initialize:

    Comparable to the first version, the major difference being that most of the code has been split off into a separate function, and that we now add information about the MPI virtual machine such as the available amount of slave processes. The whole initialization process is now resolved through one function call from the main program as described in 6.1.2.1.
2. Broadcast:
The information that was previously read and deduced from the configuration files is broadcast from the master to all of the slaves in order to allow them to do their own initialization. This allows us to take on the initialization phase for all processes without having to distribute the config files to all the individual slave machines or having to use a distributed filesystem. The whole broadcast process in this version (which involves multiple MPI interactions) is also resolved through a single function analogously to step 1.

3. Send initial data:
From now on, we will refer to a single unique collection of input parameters as a task. Every slave is sent one task to start out with. If all tasks have been sent while slaves remain idle, send the remaining slaves a quit message. Once all the slaves have received one message, the master enters the main loop.

4. The main loop, as previously, consists of multiple nested loops which traverse all input parameter combinations for the calculations. The main loop remains the core body of the code. During the main loop, the program goes through the following phases:
   (a) Wait for result data:
       As long as slaves are running, the master waits for result data.
       i. Send new data
           When an answer from a slave comes in, send another task if available. Otherwise, send quit message. The slave is “marked” as done.
       ii. Recombine
           After sending the new task, the master recombines the partial result matrix received from the slave into the appropriate total result matrix. When necessary, the current total result matrix is written to – and the proper one recovered from – file. Recombination has now been split off into its own function as well.

5. Master finalize:
When all tasks have been sent and all result data has been received, the final results are written to file and finalization proceeds as previously. This final part is now performed through a function call as well.

• For the slave code:

1. Initialize:
The slave waits for the broadcast initialization data from the master, and uses the received to perform its own initialization phase.

2. Main loop – the slave now goes into a main loop consisting of:
   (a) Wait for task:
The slave waits until it receives a task from the master
(b) Calculate:
The slave calculates results for the task, producing a partial result matrix.
(c) Send results:
The slave sends back the partial result matrix to the master.

3. Finalize:
When the slave receives a null message instead of task data, it exits the main loop and starts its finalization process, mainly consisting of deleting the dynamic memory allocated during initialization. No files are written by the slave.

6.1.4 Performance

Running the program, again for \( L = 0 \) and \( K = 0, 2, 4, \ldots, 10 \), on a 32-node heterogeneous cluster. Two processes are run on each host to take advantage of hyper-threading in some of the hosts and minimize processor idle time in general, for a total of 64 processes including the master.

Once more, we calculate for \( L = 0 \) and \( K = 0, 2, 4, \ldots, 10 \), a range of \( l_1 = l_2 = 0, 1, \ldots, K/2 \) values, and 45 \( t \) values. This version already delivers a great improvement in total wallclock time when run on our cluster systems as shown in figure 6.5.

As can be seen, the new graph is very comparable to the previous one, though with a significantly reduced total wallclock time for each step except \( K = 0 \). A run for \( K = 10 \) which would otherwise take about a whole day can be performed in
slightly more than 45 minutes on the cluster. For values of $K = 6$ and higher, a total speedup of around a factor 30 could consistently be reached. This is sufficiently close to the actual number of available processors to conclude that, at least for the given values for $K$ and $L$, our straight port is sufficiently successful at making efficient use of the available resources.

6.1.5 Basic profiling

We can roughly translate the sequence of phases which the software goes through into a number of general states which are mostly shared across master and slaves: initialization ($init$, master and slave step 1), broadcast initialization data ($bcast$, master and slave step 2), send task ($send$, master steps 3.1 and 3.2.2, slave step 2.3), receive ($recv$, slave step 2.1, master step 3.2.1), calculate ($calc$, slave step 2.2), recombine ($recomb$, master step 3.2.3) and finalize ($fin$, master step 4 and slave step 3). A tool called the Multi Process Environment (MPE) now allows us to investigate whether the software makes efficient use of the available processing resources by tracking how much time is spent in each of the states, giving us the opportunity to look for detrimental synchronization effects and other issues with the new implementation.

MPE [72] is a library which provides a basic set of procedure calls that can be used for logging events within an MPI program. MPE actually uses MPI calls itself for internal communication, and will thus seamlessly “plug” into any standards-compliant implementation of MPI, i.e. it is implementation-independent. Couples of event calls can be used to characterize states in a program, e.g. we can log an event before sending a piece of data (“send”) and after the send is done (“sent”), the time in between which would comprise a state (“sending”).

Timestamps for all of the states are logged on the individual processes. All of this localized timing data is then normalized and integrated into a single logfile tracking time spent within – and between – different states. This allows programmers, using a set of about 4 basic different calls, to perform elementary profiling for any MPI-based software. The logged results can be visualized with any type of specialized software capable of reading the employed data file formats.

For our program, we instrumented the code with a number of event calls to indicate the virtual states referred to above ($init, bcast, send, recv, calc, recomb, fin$). No further changes were made to the software, and the code – at this point – contains no further references of any kind to the concept of “state”. (Future revisions of the code will make explicit use of state machines as a basic framework for computation – and thus, will map even more easily to MPE 7.3.3.)

Profiling results for $L = 0$

We ran the instrumented program once more for $K = 0, 2, 4, ..., 10$, and gathered and studied the contents of the log files with a visualization program called JumpShot 4 [73]. Results for $K = 6$ with $L = 0$ are shown in figure 6.6.

Each line in the figure corresponds with the state progression of one process in the job as a timeline, with colored bars representing different states. Timelines for all the jobs are lined up and normalized, with events at the same point on different lines effectively happening at the same time. The topmost timeline represents the
State changes for all processes are shown. Changes from the calculating state into communicating states are quite fluid, and little time is lost by the slaves waiting for data from the master, or waiting for the master to handle results.

Figure 6.6: basic profiling of the parallel program for $K = 6$ and $L = 0$

master process, the others represent the slaves. Purple represents calculation, yellow communication, orange recombination.

The data shown in this figure concurs with the earlier evaluation we made based on improvements in wallclock time vs. # available processes: for the given $K$ and $L$ values, the program runs relatively efficiently and the slaves are continuously kept at work while the master process loads, recombines and saves cumulative matrices when necessary. Globally synchronized communication intervals occur at two occasions, but they never dominate the calculation sequences and CPU usage is generally near-optimal. General cluster performance reports affirm that all CPUs are kept at 100% activity for the whole duration of the job and resource usage is near-optimal.

Profiling results for $L = 2$

The next phase in analysis is to try on a number of job runs for $L = 2$. This yields the graph shown in figure 6.7.

As is to be expected, computation times for $L = 2$ are generally longer than those for $L = 0$, but they seem to remain within reasonable bounds. A notable difference is visible in the profiling visualization though. While the figure for $L = 0$ showed a more or less continuous sequence of computational states in the slaves, we can now
see large time gaps between them in which the slave is waiting for a new task.

A calculation for $K = 6$, $L = 2$. Notice the difference with the previous figure, notably in the first line (master) vs. those below it (slaves).

Figure 6.7: Profiling the program for $L = 2$

The reason for this is the recombination phase in the master process: for $L = 2$, this phase requires so much time that slaves are starved from new tasks while the matrices from a previous task are being read and recombined. The obvious way around this problem will be to distribute the recombination process as well.

6.1.6 Conclusion

In general, parallelization as a solution for reaching higher values for $K$ has proven to be successful, as was to be expected. MPI turns out to be both simple and effective as a tool for adding parallelization without requiring great overhauls in code organization, and without adding great complexity either.

There are, however, still some problems, due to the nature of the computations themselves, which require a greater reworking of the original code. We specifically note problems with the recombination process, the natural solution for which would be to add parallelization to it as well.

The changes necessary for this re-factoring step, however, are bigger than for the first step. Given that this will not be the last re-factoring step by far, and that an even further growth in complexity is to be expected during further steps, this means
that we will have to look into means of making the code-base easier to re-factor and more maintainable.

6.2 Porting and integrating with C++

In this section, we finally set out to investigate the answer to our third research question: With regard to Fortran-based legacy code: what needs to be done to make easy integration of said code with modern C++-based code work in a user-friendly manner.

We will, after some preparatory steps, investigate the issues concerning the integration of Fortran (first Fortran 77, then Fortran 90 code) with C. Then, we will move on to C++, specifically concentrating on the problems that show up when trying to integrate C++ code with F90.

6.2.1 Rationale

This is the point in the refactoring process where we came to the conclusion that porting part of the code to C++ would be a valid option as a next step in re-factoring. A few reasons came up as a justification for this approach.

A first – admittedly minor, yet practical – reason, is, simply, that we have a greater supply of C++ programmers than Fortran programmers - certainly Fortran 90 programmers. More important, however, is that the object-oriented aspects of C++, and the many software engineering solutions and libraries available for it, make it a perfect fit for our goals of modularity, adaptability and re-usability. Given the availability of an MPI API for C++, porting the parallel code itself should, at a first glance, not be a practical problem. Since parallelism is our main concern at this moment, we will leave the issue of porting the calculation code for a later date.

This allows us to retain a conceptual division in the structure of the code. On the one hand, we have the parallel code in C++, which can be written, extended and maintained by computer scientists specialized in the issue of parallelization. On the other hand, the computational F90 code can still be maintained by physicists well-versed with the current Fortran code-base without them having to worry about MPI issues.

This adds one extra step in complexity though: we will have to integrate the two codes, bridging calls between C++ and Fortran.

6.2.2 Preparatory steps

In a first stage, the C++ code will probably be looking very similar to the Fortran program, having an initialization phase, some management of the parallelization process, main loop, communication, calculation, recombination and finalization phase. The parallelization and communication part is easily translated from Fortran to C++ using MPI. The main loop is an elementary construction which is also easily translated into the new language.
We already discussed our decision to keep the computational part of the code in Fortran. We will retain the recombination procedure in Fortran as well for similar reasons. The finalization phase is another issue, especially as it concerns output of the results. The total result matrices are currently written to unformatted Fortran files, the exact structure of which is not easily duplicated in C++. Hence, this part will remain in the original languages as well.

Now, it turns out that splitting these parts of the code off into functions during the previous step was not just practical for the purpose of cleaning up the code and making it easier to maintain - in the coming sections, we will see that the added modularity also helps us in our effort to bridge between our two programming languages.

6.2.3 F77 and C++: issues and approach

Basic bridging between the C programming language and Fortran 77 is a long-established practice. Hence, mixing C and F77 is the first issue we shall investigate before addressing C++/F77 programming. Finally, we shall see that multi-language programming in C++ and Fortran 90 brings about some unexpected issues – enough to merit it its own specific, and rather extensive, section.

C and F77

As mentioned in the previous section, C to F77 cross-calling was classically used to add dynamic memory (heap) management capabilities to F77 code. The other way round, F77 calls were often used in scientific software otherwise completely written in C, especially for certain critical calculations which C compilers are unable to optimize without heavy – and hard to re-use – custom coding.

An example of this are complex calculations involving multiple arrays, which standard F77 compilers are able to heavily optimize through loop elimination techniques and foregoing the use of memory – and CPU – consuming temporary values. Another classical application of C/F77 intercommunication was for using code from older, established but legacy, function libraries which had historically been written and maintained in Fortran.

Calling Fortran code from C software, and vice-versa, is only possible through function calls. There is no standardized way to directly “embed” Fortran code in C (or the other way round). Fortran/C or C/Fortran function calls, however, are a relatively straightforward affair as long as a number of basic rules are taken into account, especially from the C side of the equation.

1. All function calls in C are purely pass-by-value (pass by reference parameters are simulated through the use of pass-by-value pointers, referring to the original parameters), while all Fortran function calls use purely pass-by-reference semantics. This problem is easily solved by passing all C arguments to a Fortran function as pointers, and by only accepting pointers as arguments to C functions called from Fortran. When calling a Fortran function from C, of course, an appropriate header file with function prototypes for the Fortran functions needs to be supplied to the C compiler. Likewise, when calling C functions from Fortran, care has to be take to properly declare the C functions as “ex-
tern” in the case that the C function’s return value is not void (subroutines – or C functions returning void – never have to be declared within the context of their use in Fortran).

2. Fortran makes an explicit distinction between subroutines (not providing a return value) and functions (providing a return value). C functions always specify a return value in their declaration, with functions without “actual” return values explicitly declaring their return type as “void”. This is simply handled by treating Fortran subroutines as functions returning void in C, and vice versa – calling C functions returning void as subroutines from Fortran.

3. Most Fortran linkers require functions to have a trailing “_” (underscore) character in their name. Fortran compilers will usually add this underscore silently to the object files while compiling. The GNU compiler can be instructed not to add the trailing underscore to ease cross-calling with C, but explicitly warns that this might lead to object resolution conflicts with Fortran built-in functions (which do not have the trailing underscore by default).

4. Most Fortran compilers will, by default, move all names of compile targets in object files to lowercase as Fortran is case-insensitive. As C is case sensitive, a SUBROUTINE FOO in Fortran should be called as function void foo_() in C.

The use of Fortran functions from C as described above, is illustrated by the code snippets in figure 6.8.

There are a number of things we need to be cautious about though.

One important point which we already mentioned in the previous section, is that Fortran functions are not checked for their parameter list at link time. This means that it is extremely important to make sure that the declarations in the header file match exactly with the actual Fortran definition when calling Fortran from C. It also implies that it is technically impossible to do compile- or link-time checks on the function parameter list at all when calling C from Fortran.

Fortran and C also use entirely different approaches in the way they handle arrays.

1) In C, elements in multi-dimensional arrays are addressed in row-major order (e.g., for a 2-dimensional array, the first index will indicate the row, while the second index will point to the row). Fortran, however addresses elements in column-major order, i.e. the other way round. 2) Elements along a single dimension in a C array are indexed from index nr. 0 to index nr \[nr. of elements -1\]. The default for Fortran is to start counting from 1 up to index \[nr of elements\].

In fact Fortran allows programmers to address arrays using arbitrary ranges of indices, and even to use arbitrary index steps between individual, consecutive elements. C has no built-in facility to support any of these features. This implies that C code will have to reverse the index order, and decrement indexes by one, for every array it receives from Fortran.

An example of the differences is given by the code snippets and the illustration in figure 6.9.

Yet another point of notice is the difference in the way that C and Fortran treat strings. C strings are basically null-terminated arrays of characters (with 1 character = 1 byte). Hence, a C string of length n will actually take up n+1 bytes in memory. The trailing null character is used in order not to have to pass string lengths to
Fortran 77 code

!!!!!!!!!!!!!!!!
! functions.f77)
!!!!!!!!!!!!!!!!

SUBROUTINE F77_ROUTINE(input)
  INTEGER input ! Subroutine parameter.
  ! Do stuff...
END SUBROUTINE

C code

/*************************
* F77_functions.h
*************************/
extern "C" {
  void f77_routine_(int* input);
}

/*********
* caller.c
**********/
#include "F77_functions.h"

// ..code...
f77_routine_(value);
// ...code...

Makefile

functions.o : functions.f77
  mpif77 -c functions.f77   # Compile f77

caller.o : caller.c F77_functions.f77
  gcc -c caller.c           # Compile C

program : caller.o functions.o
  gcc -o program caller.o functions.o -L/usr/lib/gcc
  .................-lgfortran   # Link with C linker

C and F77 code snippets. The F77 code (functions.f77) provides a subroutine, and is written according to regular Fortran coding practices. The programmer need not be aware of the fact that the code will be called from C. In order to call it from C, we provide a header file (F77_functions.h) with the appropriate function prototypes. We use return value “void” for the subroutine, state all parameters as being pointers, and add trailing underscores to all the function names. Compile each unit (caller.c / functions.f77) under its respective compiler and link. When using the GNU compiler, we explicitly need to link in the Fortran lib in order to use the Fortran standard functions.

Figure 6.8: Calling F77 functions from C

function calls, which is, in fact, a requirement when passing other types of array with extents that are unknown at the compile time. In Fortran, strings are not null-terminated, hence a string of length $n$ will actually take up $n$ bytes. This implies that
// Examples of use
int array[3][4]; // A 3x4 array.
array[0][0]; // Returns first int in sequence.
array[2][3]; // Returns last int in sequence.
Array[1][2]; // Returns seventh int in sequence.

// Exmaples of use
int array[3][4]; // A 3x4 array.
array[0][0]; // Returns first int in sequence.
array[2][3]; // Returns last int in sequence.
Array[1][2]; // Returns seventh int in sequence.

! In Fortran - index starting from '1'in each dimension, i.e. :
  
  11 12 13 14
  21 22 23 24
  31 32 33 34
  
  Access in column-major order : a sequence of #columns (4) arrays of
  array of #rows (3) integers, in rising order of columns.
  
  i.e. { {11,21,31}, {12,22,32}, {13,23,33}, {14,24,34} }

!! Examples of use
INTEGER array(4, 3) ! A 3x4 array.
array(1,1) ! Returns first int in sequence.
array(3,4) ! Returns last int in sequence.
Array(2,3) ! Retun eighth int in sequence.

Figure 6.9: Fortran indexing vs. C indexing
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This mechanism is illustrated for different compilers by the code snippets in figure 6.10.

```
SUBROUTINE FORTRAN_ROUTINE(string1, string2)
   CHARACTER * string1, string2 ! Parameters
END SUBROUTINE FORTRAN_ROUTINE

SUBROUTINE FORTRAN_ROUTINE(string1, string2, len1, len2)
   CHARACTER * string1, string2 ! Parameters
   INTEGER * len1, len2 ! Length of strings
END SUBROUTINE FORTRAN_ROUTINE

/*
 * IN C - function call requires explicit metadata. Function
 * call format differs between different compilers!
 */

// Note that hidden Fortran parameter for string length is passed by
// value!

// GNU: string length follows char
#ifdef COMPILER_GNU
   void fortran Routine(char* string1, int len1,
                        char* string2, int len2);
#endif

// AT&T: string length follows at end of parameter list
#ifdef COMPILER_ATT
   void fortran Routine(char* string1, char* string2,
                        int len1, int len2);
#endif
```

C and F77 code snippets illustrating the passing of strings from C to Fortran 77. It illustrates different ways to call an F77 function with two string parameters from C, depending on the specific compiler/linker being used. The GNU compiler tacks the hidden string length variables on to the end of the parameter list, while the AT&T compiler adds hidden variables after each string parameter itself.

Figure 6.10: C to F77 strings

Luckily, for us, the function call semantics discussed in 6.2.2 actually allow us to short-circuit this compiler-dependent issue: by including the string in a structure, we make sure that 1) the compiler knows about maximum string lengths and 2) knows how to format and write to / read from the data blocks in both C and Fortran without needing any hidden parameters. This saves us a lot of trouble.

There is also the issue of so-called "common blocks" – Fortran’s mechanism for implementing global variables across multiple compilation units. Despite being against structured programming guidelines, common blocks still occur in quite a lot of code, mostly due to the lack of scoping options in early versions of Fortran. Capturing common blocks in C++ is tricky but possible by using a global struct in C. This approach is illustrated by the code snippet in figure 6.11.
C and F77 code snippets illustrating the use of common blocks across C and Fortran 77. The code illustrates how the common block in F77 is mapped to a structure in C, allowing C code to read and set common block variables without needing changes to the Fortran code-base.

Figure 6.11: C to F77 common blocks

Unfortunately, common blocks are used in the Fortran code-base. But, yet again, by careful re-factoring in step 1, the common blocks have been relegated to the individual functions for init, broadcast, calculation, recombination and finalization. The main loop and communication / distribution parts of the code have no need for – and do not use – common blocks. Hence, we will be able to call the Fortran functions without having to know about the common blocks from within the non-Fortran code.

C++ and F77

From this point on, it becomes relatively easy to extend our approach for doing C-F77 cross calls to doing C++-F77 calls, given a number of extra caveats.

A first important issue to take care of when cross-calling functions between C++ and Fortran is that of name mangling. Contrary to both Fortran and C, C++ actually does support function parameter list checking during the link phase. Practically, this means that trying to link a function call of the type `void foo(std::String)` to an implementation in library file `bar.a` of the type `void foo(int)` will result in an error at the link time because the function arguments do not match up, and cannot be
equated by means of simple automatic conversion. C++ compilers accomplish this by means of a technique called “name mangling”.

When applying the name mangling scheme, C++ compilers actually change the name of the C++ function in the object file to match the parameter list. For example, the Fortran compiler will compile the function `INTEGER FOO(INTEGER)` simply into “_foo_” (notice the trailing underscore added by the Fortran compiler), while a C++ compiler could take the similar function `void foo(int)` and “mangle” its object file name into “_foo_int” (parameter type added to object file name, no trailing underscore) for the sake of correct error checking during the link phase. This technique is also used by the linker to address the correct version of a function in the case of function overloading, i.e. a call to function `void foo(int)` or `void foo(char)`, both in library file `bar.a` will respectively link to the “mangled” object names `_foo_int` and `_foo_char`.

This is an issue we will need to take into account, both when calling C++ functions from Fortran (we should actually be calling the mangled name of the function) and when calling Fortran functions from C++ (the Fortran function should have a name that matches to the mangling scheme used by the C++ compiler). Alas, name mangling is, once more, a compiler-dependent feature (we are starting to see a pattern here).

Luckily, this problem can also be overcome by declaring function prototypes in the C++ header files as “extern C”. This ensures that the compiler handles these functions as if they were plain C functions, without applying name mangling. This does mean however, that link-time parameter type checking is lost when calling these prototypes. This can be remedied by addressing the “extern C” Fortran function prototype by means of a C++ stub, which does apply name mangling and thus allows for link-time error checking. We illustrate these approaches with code snippet in figure 6.12.

In this context, it is important to note another important issue when calling Fortran functions by means of a C++ prototype: as soon as we cross the language barrier, all of the extra C++ meta-data in the parameter list is lost. For example, the compiler does not offer any guarantees that a Fortran function with an `extern C` prototype of `void foo(const int*)` will actually leave its int argument constant once the runtime crosses over to the Fortran function.

A few other short issues deserve to be mentioned here. First: sadly, no compiler collections to date make use of the C++ namespace scoping mechanism to address the problem of calling Fortran module members from C++, despite the fact that both approaches conceptually line up nicely. The Chasm[74] cross-language development tool does allow the use of namespaces to accomplish this goal, but it has issues of its own – we will discuss Chasm and its features in more detail in the next section. Second, despite that – given the above guidelines – linking C++ to F77 is not much of a problem with most compiler suites, the same does not always appear to be true for calling C from Fortran. Some compiler documentation actually advises putting the contents of the `PROGRAM` segment of a Fortran program in a subroutine and calling it from a `main()` function in C(++), in order that C(++) to Fortran semantics apply instead of the other way round [79].
In Fortran, argument types are not specified in the function signature. The function does not change the arguments.

```fortran
SUBROUTINE FORTRAN_ROUTINE(arg1, arg2)
  INTEGER arg1
  DOUBLE PRECISION arg2
  ! Do stuff...
END SUBROUTINE FORTRAN_ROUTINE
```

In C++, argument types are specified in the function signature, both in the `extern C` block and regular code. The argument type is only checked within regular C++ code!

```c++
// Force users to call stub instead of calling Fortran function directly.
namespace /*UNNAMED*/ {
  extern "C"
  {
    // ARGUMENTS NOT TYPE-CHECKED AT FUNCTION CALL!
    // CONST-NESS NOT GUARANTEED BY CALL TO FORTRAN!
    // Changing argument within Fortran routine will lead to
    // semantic error!
    void fortran_routine_(int const *, double const *);
  }
} // namespace UNNAMED
```

C++ stub - use C++ function signature conventions; parameter type is checked at function call (name mangling). Argument const-ness, sadly, can still not be guaranteed - we're going to have to trust the Fortran function... at least, constants can be used as arguments to this function without compiler complaints.

```c++
void fortran_routine(const int& arg1, const double& arg2) {
  fortran_routine_(&arg1, &arg2);
}
```

To end this section on a positive note, C++ does support both call by value and call by reference semantics for its function calls. This feature is nicely integrated when cross-calling from C++ to Fortran. This means that when working from C++, one does not have to pass pointers to the Fortran function arguments, but that rather, one can specify pass-by-reference parameters in the function prototype and pass the parameters as is. Have a look at the code snippet in figure 6.13 for an example.

**Conclusion**

We have illustrated that it is possible to do cross-calling from C++ to Fortran 77 functions using techniques which have been fairly well tested through widespread use, given a few caveats. The issue becomes murkier, however, as soon as we go on to calling Fortran 90 functions. The main issue here concerns the addition of
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| !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! |
| ! In Fortran—no specific actions needed. |
| !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! |

```fortran
SUBROUTINE FORTRAN_ROUTINE(arg1)
  INTEGER arg
  ! Do stuff...
END SUBROUTINE FORTRAN_ROUTINE
```

```c++
// In header file...
extern "C" {
  void fortran_routine_(int&);
}
// In program...
#include "fortran_header.h"
int x = 5;
fortran_routine_(x);
```

**C++ and F77 code snippets to illustrate the use of pass-by-reference arguments for calling F77 functions from C++. This makes function calls from C++ less of a fuss than for C.**

Figure 6.13: C++ to F77 – pass-by-reference calling

pointers to Fortran in version '90. We will discuss these issues in more detail in the following section.

6.2.4 F90 and C++: fundamental issues

Given the ability to communicate with F77, what do we need in order to do so with Fortran 90 procedures as well? For that, we will have to look at the two major additions to Fortran in version 90: modules and the introduction of pointer data-types and dynamic memory management.

**C++ and F90 modules**

On this subject, we can be short: referring to functions, subroutines and variables that reside within the scope of modules is another compiler dependent problem. The main reason for this is that the mechanisms for function calling from C++ to Fortran were actually designed with C in mind – and C simply doesn’t have any mechanic that resembles Fortran modules. In short, there is no compiler independent way to address Fortran module members from C. The GNU compiler doesn’t even have a documented way of doing this at all. Calling Fortran module members from Fortran non-module members within C code however does not pose any problems at all. This implies that any modularity in the Fortran code has to be implemented beyond – and decoupled from – the API visible to C.
An introduction to F90 dynamic memory management

We already mentioned in section 6.1.2.2 that F90 offers two major tools for handling dynamic memory: dynamic arrays and pointers. Both of these are “allocatable”, i.e. it is possible, using a function call, to provide a pointer or a dynamic array with arbitrary amounts of contiguous memory. A bit further on in the same section, we also made the observation that both of the provided techniques use virtually the same semantics for their dynamic memory management, i.e. the syntax for allocation / deallocation is identical for either F90 pointers and dynamic arrays, and changing between them comes down to simply changing the variable / parameter declaration.

Though no policy is enforced by F90 itself, it is generally assumed that Fortran programmers will use dynamic arrays as the primary way for managing array-like structures on the heap. The use of pointers, then, is supposedly reserved for creating and managing the more intricate types of dynamic data structures like linked lists, trees, hash-maps etc.. This means that our earlier choice to remove dynamic arrays from the code-base, in favor of pointers, is generally going against these assumptions as we are basically still manipulating arrays in memory.

However, going against the implied policy – apart from its usefulness w.r.t. our function calling semantic – proves to be a wise choice when taking our porting process into account. C++, as the successor to C, has supported pointers since its inception (in fact, pointers and dynamic memory management are widely used throughout just about any relevant piece of C++ code). However, C++ has no language-level equivalent of F90 dynamic arrays. Hence, pointers will be the only logical way to go about transferring dynamic memory structures of any nature from one language to the other. Yet another one of our previous re-factorings turns out to be useful beyond its original motivation. The repercussions of attempting to pass pointers to arrays between C++ and F90 is one we will address in the next section, but passing plain arrays between the two languages is, in any case, not a problem, as illustrated by the code snippet in figure 6.14.

A major difference between F90 and C++ pointers which is worth mentioning at this point, is that Fortran explicitly differentiates between pointers to individual data elements of a type, and pointers to array structures of the same type. This differentiation does not occur in C and C++, where a pointer to an array of elements is just a plain pointer to the first element of the array. These do not offer access to any further information as to the size of the array pointed to, or any other kind of meta-data concerning the array. This difference – and especially the way it is practically implemented by modern F90 compilers – has some unexpected repercussions and will require work on the part of the C++ code to overcome. The code snippet in figure 6.15 gives an overview of dynamic array and pointer use in F90 and C++.

Pointer passing between C++ and F90 – a first attempt

Recapitulating from the previous section, we have seen that both F90 and C++ support pointers as a way to handle dynamic memory. And we know that the current code-base confronts us with a need to exchange dynamically created arrays between the C++ part and the F90 parts.

Specifically, we need to 1) exchange dynamically allocated arrays between the
PORTING AND INTEGRATING WITH C++

The code snippet illustrates the declaration and use (allocation, handling, deallocation) of a both dynamic array and pointer in F90, and a similar set of actions in C++. Notice that when it comes to handling (addressing and working with array members), both F90 and C++ allow the programmer to use pointers to array as if they actually were regular, plain arrays.

```c++
#include <iostream>

using namespace std;

int main() {
    int array[5];
    int size = 5;
    for (int i = 0; i < size; i++) {
        array[i] = i;
    }
    return 0;
}
```

F90 initialization function and the main loop in C++ for both the master and slave code, 2) send arrays from the main C++ loop of the slave to the calculation function written in F90 and back and 3) once more, from the C++ main loop in the master process to the F90 finalization procedure to write out the total result matrices. Deallocate of dynamic memory could conceptually be handled from either of the two languages, whichever suits us best. Generating debug data from the F90 finalization function is done pure internally in F90, and requires no further communication with the C++ part of the code.

In short, the ability to exchange pointers between C++ and F90 should make transitions between the two relatively seamless.

It turns out however, that there is a catch. The practical question we have to ask ourselves is: how does F90 exchange pointers between function calls, and how exactly do we accomplish the same thing from F90 to C++ and vice-versa. From our previous observations, we note 1) that Fortran has a distinct type for pointers to array while C++ uses a regular pointer to the array member type, and 2) that
The code snippet illustrates the declaration and use (allocation, handling, deallocation) of a both dynamic array and pointer in F90, and a similar set of actions in C++. Notice that when it comes to handling (addressing and working with array members), both F90 and C++ allow the programmer to use pointers to array as if they actually were regular, plain arrays.

Fortran handles all variable exchanges through function calls by reference, which we emulate in C++ by using either a pointer or a reference to the exchanged type in the function signature.

If we were to try out a mapping from one to the other, that would logically...
lead us to the following the following assumptions when passing a pointer to an array between C++ an F90: 1) a pointer to array type in F90 maps to a pointer to member type in C++, and 2) passing it by reference to a function yields a pointer or reference to the passed type in C++, i.e. either a pointer to a pointer to the member type, or a reference to a pointer to the array member type.

This act of passing a pointer to a pointer data type (otherwise known as double indirection), at first sight, might seem strange to some people not used to the C[++] programming style. In fact, structures like this are not exceptional in C[++] code at all, and they are especially common when working with data collections. Hence, once more, handling this case in C++ should not pose any problems.

Let us try this out with some practical code trying to access in C++ an array, allocated in F90, as illustrated by the snippet in figure 6.16. Unfortunately, though, the code doesn’t work – that is to say: the program seems to crash unpredictably at seemingly random occasions some time after the F90 call. This happens, even if we don’t do anything special with the pointer value... However, whenever we try to access the array for a read – and the runtime makes it that far without crashing – the retrieved value does seem to be correct!

It seems as, instead of simply providing a pointer to a pointer as we would expect, Fortran passes some kind of unknown entity to C++ which 1) actually does directly point to the array in memory, but 2) has some allocation problems of itself when passing from one language to the other... What exactly is going on here?

Under the hood: pointers to array in Fortran 90

It turns out that the core of the problem lies in the demands which the Fortran 90 standard puts upon pointer types.

Specifically the standard puts forth some important requirements to ensure that F90 code is able to use pointers with existing F77 functions that historically use regular data types. The F90 standard specifically states that programmers should be able to exchange allocated “pointers to array” as if they were actually regular arrays, without dereferencing the pointer. As a matter of fact, Fortran 90 doesn’t even have a referencing / dereferencing function or operator. The only operator which was added to the language for the sake of pointers (apart from the obvious allocation / deallocation of course) is a pointer assignment operator, which copies the pointer address instead of the item pointed to itself. Otherwise, data items and F90 pointers to the same data elements are as good as perfectly interchangeable.

While smart compilers are able to take on this requirement without too much of a hassle for pointers to regular data types, some additional problems crop up when it comes to pointers to array types.

In Fortran, certain functions are available to poll basic data about regular arrays, like its extent, upperbounds, lower-bounds etc. (remember that arrays in F90 support custom indexing schemes). Given the requirement that we should be able to employ pointers to array at just about any place in the code where we can use regular arrays, these functions should also be able to operate on array-pointers. While for regular arrays, we are able to deduce these parameters at the compile time, this is not possible for dynamically allocated structures. This implies that any F90 compiler will
An attempt to pass pointers to array from Fortran to C++, by attempting in C++ to accept from the F90 function call a pointer (pass-by-reference semantics) to a pointer to member type (the only way to do array pointers in C++). When we try to access one of the array members, the result seems correct. However, we get unpredictable crashes.

need to provide a mechanism for creating, keeping and passing runtime meta-data on any pointers to array.

Present-day Fortran 90 compilers accomplish this by instantiating a so-called dope-vector whenever a program declares a “pointer to array” type of variable. Whenever allocation or deallocation is performed on the pointer, all of the relevant runtime-data is written into (or removed from) the proper fields of the dope-vector. Likewise, whenever a pointer assignment is done, any relevant data from the dope-vector associated with the source pointer is copied into the dope vector of the destination pointer.
The heart of the problem

So what exactly is the nature of the problem we get when passing a pointer from Fortran 90 to C++? The issue is that we are not passing an actual pointer in the C[++] sense of the word, i.e. an address pointing to an item in memory. What we are actually passing is the dope-vector associated with the pointer. As a matter of fact, while C++ compilers refer directly to an array by means of a pointer to the first element (single indirection), F90 compilers use the dope vector as an indirect reference to the array, which needs to be parsed before we are able to obtain the actual address in memory of the pointer (double indirection).

But then, how is it possible that we were able to read from the array in the example in figure 6.16 in the previous section? We were only able to accomplish this because the actual address of the array – coincidentally – also happens to be the first field of the dope-vector, as employed by the GNU compiler. In other words, we were unintentionally reading the first field of the dope-vector in C++, treating it as a C++ pointer to member type, referring to the first element in the array (which, effectively, it is). Hence, we were left with the impression that we were actually dealing with a single-indirection parameter, rather than the effective double-indirection structure that it is.

Now, from a programming point of view, this was pure coincidence: as the observant reader might expect, the internal structure of dope-vectors is generally compiler-dependent – an issue which we will need to take into account when designing our C++ solution in section 6.2.5. (From the compiler writer’s point of view, of course, this is design choice is not coincidental at all: it allows for directly accessing pointed-to members without having to use complex redirection algorithms.)

The question that remains is: given that in C++, we were able to access the
pointed-to array correctly through the dope vector – which we were unknowingly accessing – why did the code in figure 6.16 still result in unpredictable crashes during the runtime? This problem relates to the way in which Fortran functions pass around dope-vectors.

As a compiler-generated pseudo-object, dope-vectors effectively happen to be the only variable entities which are technically passed *by value* between Fortran functions (and hence, C++ functions as well). In other words, during a function call, instead of passing a reference to the dope vector (in order to get the double indirection we had been expecting all along), the new function pushes a new dope vector on stack, and the existing dope-vector is copied into it as if it were a hidden local variable. This will happen for every function instance that it happens to pass through. While this approach will inevitably cost more memory, it helps computing performance by minimizing the amount of double lookups that need to be done: instead of first having to look up the dope vector, and then the address of the array, we can immediately access the array address through the local copy of the dope vector. The dope vector is pushed onto stack, and cleaned up together with all other local variables at the end of the function.

So, looking back at the code snippet, this is what actually happened when exchanging the Fortran array pointer with C++ code:

1. C++: call F90 function; the compiler has reserved a large enough amount of memory on the stack for the return-type specified in the C++ function prototype, i.e. a pointer to member
2. F90: enter Fortran function – the compiler makes sure that enough memory for the full dope-vector is available in the newly pushed stackframe; allocate new array on heap; copy appropriate data into dope-vector
3. F90: before returning, copy the full dope-vector into the return value – however, the dope-vector is larger than the space which is allocated for the return value in the stack frame of the calling context; the first field of the dope-vector (the address of the array on heap) is copied correctly, but the rest of the return value effectively overwrites the stack frame of the C++ context!
4. C++: on returning, we can use the pointer to member to correctly access the allocated array, but our runtime is no longer stable as we now have a corrupted stack – chaos ensues...

A basic solution to this problem is easily proposed: if we were able to create a full-fledged dope-vector in C++, we could use it to correctly capture the F90 array pointer as a return value without corrupting the stack, and then we can access the array through the dope vector’s first data field as we should. This solution is far from simple, however, as dope vectors are hidden objects – effectively compiler generated artifacts.

**Solving the problem**

As most interaction between C[++] and Fortran code is traditionally done for the sake of communicating with legacy F77 code, this particular problem is one which has not been coming up a lot in the field. In fact, if you were to look around on the web, you would find that most of the available advice will just warn against any
attempts to call pointer-using F90 code from C++ or vice-versa. This does not help a lot in our particular case of course...

Still, there are a few packages available which might be able to address our problem: both Chasm [74] and Babel [77] claim to be fully functional cross-language development tools, and both the Blitz++ library [81] and the popular Boost [85] set of libraries for C++ claim some value as tools for communicating with Fortran as well. Let’s go over them one by one and have at their respective merits...

Chasm

The Chasm tool works by parsing Fortran and C/C++ source files with a tool called XMLGen (using a library called the Program Database Toolkit (PDT)[76]) and generating an XML file. The XML file describes C++ classes, Fortran modules, user-defined types, functions, and function parameters. Expat, an XSL stylesheet transformer and a set of specific XSLT transformations are used to translate the XML file into bridging code that is used to call C++ and Fortran routines.

One of the features of Chasm is that it allows for mapping C++ namespaces to modules – otherwise, elements in ++ modules are unavailable to any C++ code.

More interestingly, Chasm also supplies an array-descriptor library that provides an interface between C and F90 assumed-shape arrays. This allows arrays to be created in one language and then passed to and used by the other (foreign) language [75].

From all the above, it seems that Chasm would make for a good tool to take on our problem. Reality turns out otherwise however. Trying to run our code through Chasm version 1.4RC2 results in generated Fortran and C++ code which, sadly, turns out not to compile... Going back to a previous version of Chasm does not help us either.

When looking at the Chasm 1.4RC2 code, it turns out that the only functionality currently supported by this version is the ability to create dynamic arrays in C++ and pass them ‘as is’ to Fortran code as function parameters. No ability to support the opposite is provided, and there is no functionality to provide array-pointers through structs either – the class names are provided, but not even the interfaces have been implemented yet. On top of this, all of the code uses purely low-level calls – it does not allow programmers to provide differentiation between parts of code that they want to handle through low-level (maximally efficient) code, and others that one would like to handle through a higher-level, more portable solution (in those parts of the code where efficiency matters less).

After a few unsuccesfull attempts to contact the developers of the Chasm project to investigate the issue, it was clear: if we were to provide a solution to our problem in short order, Chasm would not be of help to us. In retrospect, we can probably state that the developers of the Chasm tool have priorities different from ours, which is a pity. However, Chasm might still indirectly turn out to be helpful, as the source code to it contains a great amount of information on the low-level aspects of the Fortran dope-vector. This will turn out to be crucial to the work that we will present in section6.2.5 - hence, our time spent on studying the Chasm project was an interesting one, and will certainly not be wasted.
An overview of the Chasm Fortran/C++ cross-language development tool. The source code for the C++ and Fortran parts is written according to guidelines put forth by the Chasm project. This code is then parsed, and an XML datafile describing the structure of the code is generated. This XML file is then, in its own turn, parsed. By means of XSLT transformations, it is turned in a combined body of extra code in both Fortran and C++, bridging the original two bodies of code.

Babel

Babel (pronounced babble) is a java-based tool that attempts to bridge the gap between multiple programming languages, including C, C++, Fortran, Python, Java and others. It addresses the language interoperability problem using Interface Definition Language (IDL) techniques. An IDL describes the calling interface (but not the implementation) of a particular software library. Babel uses this interface description to generate glue code that allows a software library implemented in one supported language to be called from any other supported language. It implements the Scientific Interface Definition Language (SIDL), which attempts to address the unique needs of parallel scientific computing. SIDL supports complex numbers and dynamic multi-dimensional arrays as well as parallel communication directives that are required for parallel distributed components. SIDL also provides other common features that are generally useful for software engineering, such as enumerated types, symbol versioning, name space management, and an object-oriented inheritance model similar to Java.

The Babel tool suite consists of a number of separate pieces: a SIDL parser, a code generator, and a small run-time support library. The Babel parser reads SIDL interface specifications and generates an intermediate XML representation. The
idea is that a scientist downloading a particular software library from a component repository will receive not only that library but also the required language bindings generated automatically by the Babel tools.

The Babel code generator reads SIDL XML descriptions and automatically generates glue code for the specified software library. This glue code mediates differences among calling languages and supports efficient inter-language calls within the same memory address space and, eventually, across memory spaces for distributed objects. The code generators create four different types of files: stubs, skeletons, Babel internal representation, and implementation prototypes. The Babel internal object representation created by the code generators is similar to that used by COM, CORBA’s Portable Object Adaptor, and scientific libraries such as PETSc. The internal object representation is essentially a table of function pointers, one for each method in an object’s interface, along with other information such as internal object state data, parent classes and interfaces, and Babel data structures. Stub and skeleton code translates between the calling conventions of a particular language and the internal Babel representation [78].

An overview of the Babel general cross-language development tool. Library developers write SIDL specifications for their lib and use BABEL tools to turn these into skeletons and stubs, adding extra implementation details when necessary. Everything then compiles into a cross-language lib. Users use the SIDL to generate client-side stubs and headers, and link against the babelized lib to eventually create the application.

Figure 6.19: A short overview of Babel

When trying out Babel on a few of the provided examples for C++ and Java, Python etc, it turns out to work fine.
When looking at Fortran 90 support however, we are confronted with an unpleasant surprise. It turns out that, for Fortran 90 to C++ compatibility, the Babel project actually uses Chasm to get the job done... In other words, despite the good ideas on which it is built, Babel will be no more helpful to us than Chasm turned out to be.

Other solutions

Two other major libraries claim to provide some support for Fortran-like structures as well: the Blitz++ template library, and the well-known Boost library for C++.

**Boost** [85] is an all-purpose library for C++ supporting many types of functionality, like added support for function-object wrappers, reference-counted smart-pointers, and efficient array structures. One of the array structures in Boost allows for different approaches to indexing the array contents, as we require for reading the Fortran arrays in C++. However, Boost does not provide means for exchanging arrays between both programming languages.

**Blitz++** [82] on the other hand, is very focused on accomplishing a single goal: using template meta-programming techniques [84] to create a package for efficiently handling complex operations with multiple arbitrary-dimension array-like structures. As this has classically been the strongest point going for the Fortran programming language, reaching Fortran-like execution speeds and emulating Fortran-like array manipulation capabilities has always been a clear main issue with the developers behind Blitz++. Blitz++ has been able to show some rather positive results [83] from its extensive use of template meta-programming techniques in order to optimize many operations at the compile time, while hiding most of the complexity of the implementation behind a clear user-level interface, which will be instantly familiar to many Fortran programmers.

Blitz++ offers more than just performance benefits to the user: it also allows for a number of operations which are not available through the standard library facilities, like array slicing, as well as a multitude of matrix-like operations.

Interesting to us, the library – like Boost – also offers an interface to change the indexing properties of C++ arrays, i.e. column-major indexing instead of row-major indexing, arbitrary indexing ranges and the ability to do index-stepping. Again, these could allow us some limited ability to exchange arrays between C++ and Fortran through memory pointers given that there is some facility to handle dope vectors. Sadly, once more, such is not present... A logical approach for the Blitz++ developers, as their main goal is to provide a C++ alternative to Fortran, and to easy transition in porting, not to promote cross-language development.

So it turns out that either of these two tools might effectively help us – if we were attempting to do a complete port. Which is obviously not what we are looking for. If we want to reach our goal of easy cross-language design, it seems like we will have to provide the necessary functionality ourselves...

### 6.2.5 Custom solution: F90::Array for C++

A proper solution to the “pointer to array” problem when cross-language programming between C++ and F90 should address the following issues:
1. It should provide a proper type for Fortran pointers (i.e. dope vectors) which is usable in both F90 and C++.

2. We should be able to allocate to a pointer to array in either language.

3. We should be able to transparently pass pointers to array from either language to the other.

4. Ideally, we should be able to deallocate a pointer to array, allocated in either language, from the other as well.

5. We should be able to seamlessly pass arrays as members of structs or as function return types.

6. It should support column-major order indexing in C++ as in F90

Some other likeable features would be that...
- it supports different indexing ranges in C++, as in F90
- it supports same-style indexing in C++ and in F90 (i.e. indexing multiple dimensions through a single ‘(‘) style operator)
- it supports different levels of portability, i.e. enable a developer to choose between a faster but low-level, compiler dependent implementation or a higher-level, compiler independent implementation as needed
- it supports the use of Fortran array-pointers at similar runtime speeds in C++ as in Fortran itself – ideally, again, with both compiler dependent and compiler independent implementations available
- it is able to accomplish this through a relatively straightforward interface – ideally, including a library in C++ should be enough to get us going

In the truly ideal world, a proper library included in both the C++ and Fortran code would allow us fully symmetric inter-changeability between both languages. Given the nature of F90, however, this would be next to impossible using just library calls. The Fortran 90 language offers little to no tools for the developer to do things like manipulating low-level data structures, or redefining the functionality of operators while effectively hiding a lot of behind-the-screens activity from the developer, without the ability to change the behavior of some of these (like the placement of hidden variables for string lengths, or the operation of dope-vectors).

However, C++ does allow for extensive language customization. Its detailed object-oriented mechanisms for defining and handling new data types should perfectly well allow us to create all types of structures for handling and manipulating dope-vectors. Proper coding should allow us to add a multitude of F90 operations to the new datatype, and have the developer differentiate between multiple implementations as needed.

The ability of C++ to overload operators should allow us to define the proper indexing operations, again – if necessary – supporting multiple implementations under full control of the developer. Specifically, it allows us to seamlessly provide column-major order indexing and customized index ranges for the C++ array-pointer data-types.

Furthermore, C++ inherits from its predecessor, C, the capability to do precise, low-level memory management. This is exactly what we need for handling the dope-vectors on a basic level – grosso-modo without hidden side-effects (we will see one
notable exception to this principle in section 6.2.5.4).

Finally, the C++ template mechanism should allow us to do all of this for a range of array pointer types with different member types and extents, adapting the code generated at compile time transparently to the user.

While it would be virtually impossible to use a library mechanic for adding extensive cross-language functionality to Fortran, it should present less of a problem to do this for C++.

Indexing techniques
Row-major vs. column-major logical order indexing is one of the major points we need to address. Hence, we will have a more in-depth look at the algorithmical side of this problem before we elaborate on actual code designs.

Basically, when indexing an element in an array, we get an \( n \)-tuple of indices (\( n \)-dimensional) and need to turn it into an index into linear memory (1-dimensional). Solving this problem comes down to calculating a polynomial of the form shown in figure 6.20.

Given:
- \( n \) dimensions, characterized by lower and upper bounds \((l_1, u_1), \ldots, (l_n, u_n)\)
- \( n \) indices \( i_1 \ldots i_n \)
- a range of \( n \) logical order dependent factors \( f_1 \ldots f_n \)

- the linear index \( i_L \) for accessing an array element in a continuous linear memory range, starting to count from 0, can be found by solving the following polynomial:

\[
i_L = (i_1 - l_1)f_1 + \ldots + (i_n - l_n)f_n
\]

Figure 6.20: Calculating a generic linear index into \( n \)-ary arrays

The value of the factors \( f \) is dependent upon the logical ordering, as shown in figures 6.21 and 6.22, which show the correct factors for calculating a linear index into row-major-ordered and column-major ordered arrays respectively. For those who were wondering about its absence in the previous formula: this is where the upper bounds \( u_1 \ldots n \) come into play.

Basic design
Given that we have shown that, in C++, it is possible to address the language interaction issue through pure library mechanics, this seemed like the most straightforward option to go ahead with an implementation. After carefully considering all the design parameters, we came up with a three-tier design for a library called, unimaginatively, "arrays.h", illustrated in figure 6.23.

The thee tiers of functionality offer the following options to the user:

1. Tier 1:
   The functionality in this tier allows a developer to access the dope-vector, and the array it points to, from the lowest level. This requires direct access to the
Given that:

- for an \( n \)-dimensional array and a given dimension \( x \), the extent \( e_x \) (i.e. the number of elements along dimension \( x \)) is computed through the following formula:

\[
e_x = u_x - l_x + 1
\]

- the array uses \textbf{row}-major logical ordering

- the correct factors for determining the index in linear memory of a given element of the array are determined as follows:

\[
\begin{align*}
  f_1 &= e_n \cdot e_{n-1} \cdots e_2 \\
  f_2 &= \frac{f_1}{e_2} \\
  &\vdots \\
  f_n &= \frac{f_{n-1}}{e_n}
\end{align*}
\]

Figure 6.21: Calculating factors for determining a linear index into row-major ordered arrays

Given that:

- the same definition of extent \( e \) holds as presented in figure 6.21
- the array uses \textbf{column}-major logical ordering

- the correct factors for determining the index in linear memory of a given element are determined as follows:

\[
\begin{align*}
  f_1 &= 1 \\
  f_2 &= f_1 \cdot e_1 \\
  &\vdots \\
  f_n &= f_{n-1} \cdot e_{n-1}
\end{align*}
\]

Figure 6.22: Calculating factors for determining a linear index into column-major ordered arrays

dope-vector and its fields, the structure of which is fully compiler-dependent. All data needed for activities like member indexing, retrieving array data (extent, upper bounds, lower bounds etc.) is taken directly from the dope-vector. The functionality in this tier is available to the user by means of the
A high-level overview of our cross-language compatibility library for C++ and Fortran 90. Notice the three tiers of functionality available to the user – compiler-dependent, low-level actions through the F90::ArrayDescriptor; similar, high-level and portable but slower (cross-language) actions through F90::ArrayPtr; and another version of the same actions, faster than those available through F90::ArrayPtr, but without the ability to directly pass the array structure to an F90 call.

Figure 6.23: A C++/F90 compatibility library

F90::ArrayDescriptor class, which implements the correct memory structure for the dope-vector, and adds all methods needed to make use of it (element indexing, array meta-data enquiry) without the developer needing to directly access the dope-vector himself. It is possible to directly pass F90::ArrayDescriptors between F90 and C++ functions. In F90, they will map to an F90 pointer to array of the appropriate type.

2. Tier 2:
This tier allows a developer to pass pointers to array from F90 to C++ and vice-versa, and offers methods for accessing members and array meta-data as in tier 1. The major difference with tier 1 is that here, we require only minimal compiler-dependence: there is no low-level manipulation of the dope vector. Functionality like allocation and meta-data retrieval in C++ is accomplished purely through cross-language procedure calls. This cross-calling does come at a price in terms of performance. The developer can access the functionality in tier 2 through the F90::ArrayPtr class. It is possible to directly pass F90::ArrayPtrs between F90 and C++ functions. Like an F90::ArrayDescriptor, an F90::ArrayPtr casts straight into an F90 pointer to
array without adaptations to the data structure.

3. Tier 3:
Like tier 2, tier 3 allows developers to access member data and meta-data from F90 pointers to array with an absolute minimum of compiler-dependence. Contrary to the previous tier, the code accomplishes this goal by fetching all the necessary meta-data at instantiation, and caching it in the object’s structure. The major advantage of this approach is that performance-wise, it is much more efficient than the tier 2 code, not requiring a cross-language procedure call for every member and meta-data lookup. A lookup in the C++ class structure is equivalent to a lookup in the dope vector in Fortran, and will be about equally fast. The downside to this method is that the dope vector needs to be stripped of the additional meta-data before it can be exchanged with F90. The tier 3 utility class is F90::Array. F90::arrays can be allocated and deallocated in C++ from scratch. F90::Arrays cannot be used as parameters to Fortran functions, members of a struct passed as a parameter and cannot be retrieved as a return value. It is, however, possible to initialize an F90::Array with an F90::ArrayPtr or F90::ArrayDescriptor, or to generate and F90::ArrayPtr or F90::ArrayDescriptor from one.

All of the previously described utility classes set and retrieve their meta-data (e.g. for indexing elements) at runtime. Naturally, this is the only available option if we are receiving arrays from F90 without knowing about bounds or extents at the compile time. (The type and nr. of dimensions of the array are always required at the compile time though, either in Fortran or C++.)

However, when doing cross-language development, we might encounter a situation in which we actually do know about the array meta-data in C++, while remaining unaware of such information in the F90 part of the code. Imagine, for instance, a multi-purpose array manipulation library written in F90 which can handle arbitrary sized and bounded arrays, by means of pointers. The library cannot possibly be aware of the kind of arrays it will receive. C++ code using the F90 library, however, is very likely to be aware of the array size and bounds at compile time.

A perfect solution in this case would be that the C++ code were ...
• able to exchange the array with the F90 code, and ...
• be able to make use of all its features as an F90 array, while ...
• retaining the performance advantages of being able to know all of the meta-data at compile time

Thanks to the relatively recent advances in the field of meta-programming with C++ templates [84], such a solution should now be possible. As F90 does not support generic programming, it is not feasible to do something similar from the F90 of the proverbial fence.

To the extent of our knowledge, no-one has yet attempted to design library supporting the functionality described above (i.e. allowing array pointer interchange with F90 and providing full F90 array functionality in C++ while still allowing for full compile-time optimization of array operations in C++). Even though we do not
currently require such functionality for our cross-language development library, the possible applications are too tempting to ignore.

Therefore, we have developed the groundwork for an F90::Fast::Array class which uses extensive template meta-programming to maximize compile-time performance gains in C++, while still allowing for full interaction with F90. This 1) gives us an interesting reference result for later benchmarks of our arrays.h library and 2) provides for a solid springboard to do some interesting future work along the lines of the previously stated example...

In the next few sections, we will be looking at the components of the “arrays.h” library in closer detail.

**F90::Indexer**

One of the cornerstone concepts of the arrays.h library is that of the Indexer. F90::Indexer is a virtual base class that specifies an interface for addressing elements through indices (i.e. subscripting) in arbitrary-dimensional arrays. Figure 6.24 presents an overview of the class design.

---

**F90::Indexer** is an abstract base class, to be implemented by classes that offer an algorithm for for subscripting n-dimensional arrays (with n going up to 7 for Fortran). Notice that it is designed as a generic class, with (1) one template argument for the array that is to be addressed, (2) one for the rank of the array (needed for the “()”-operator specialization), and (3) one parameter which counts down from n to 1, to make the “[]”-operator work properly.

---

Each indexer is initialized with a reference to an array, and provides two operators for addressing that array’s elements with indices: either 1) through multiple consec-
utive applications of the subscripting operator ("["], as in C[++]", or 2) by means of an n-ary operator "()" with \( n = \text{array rank} \), as in Fortran. The "()"-operator has been implemented through template specializations for arrays of 1 - 7 dimensions (the maximum rank for arrays in Fortran) for performance reasons. A less optimized and less compile-time safe, but shorter version could be written using default values. An indexer object is created by any array-like class whenever a user wants to address an array element by means of indices.

Specific indexer implementations can provide any subscripting algorithm desired by a developer. In `arrays.h`, we provide four implementations: 1) F90::FortranIndexer allows users to address any array-like structure in column-major order, as in Fortran, 2) F90::CIndexer – likewise – allows users to address any array in column-major order, 3) F90::Fast::FortranIndexer addresses arrays in column-major order as well, but does so by casting to the appropriate C array type and using the native C "["]-operator, which is optimized for fast element access at the compile-time and 4) F90::Fast::CIndexer does the same for row-major order array-traversing. All of the Indexer types in F90::Fast only work for array types in F90::Fast, as they require knowledge of upper and lower bounds for each array rank at compile time.

The indexer type is passed to all of the array types as a template parameter. Once declared, all indexing of elements in an array is done through that particular type of indexer. The indexer template parameter defaults to F90::FortranIndexer for regular array types, and F90::Fast::FortranIndexer for the array types in F90::Fast. It is not possible to switch indexer types at runtime, but this does not pose a problem as multiple objects of the different types in `arrays.h` can point to the same area in memory.

Indexers are created only by array-like objects – never by users themselves. An Indexer is only handled directly by users when returned as an rvalue by applying the "["]-operator. The implementations in `arrays.h` allocate memory on heap for storing the indices when applying the operator "["]. Control over this memory range is passed from instance to instance, and finally cleaned up in a similar manner to the `<memory>` class `auto_ptr`. In general, the operator "()" will be more efficient, as it requires only a single function call for a full set of indices. The "["]-operator takes one call per subscript to be resolved.

The code snippet in figure 6.25 illustrates the practical use of indexers.

**F90::ArrayDescriptor**

F90::ArrayDescriptor instances allow the developer to access array storage, referred to by a dope-vector, from C++ 1) without calling F90 functions, and 2) without storing any data beyond the dope-vector itself. The dope-vector is accessed through a struct which maps directly to the internals of the dope-vector as allocated by the F90 compiler.

This is the only code that actually makes use of parts of the Chasm 1.4.2 codebase – Chasm provides detailed information on the structure of the GNU F90 dope-vector. Of course, all of this code is compiler-dependent. When not using GNU, developers wanting to use F90::ArrayDesc will have to provide code for their particular compiler themselves.
An indexer is instantiated by any of the classes in arrays.h whenever an element is addressed through indices using the “[]” or “()” operator. The subscripting operator returns an indexer as rvalue whenever subscripting an array (or an indexer) of any rank higher than 1.

Figure 6.25: Using F90::Indexer

An F90::ArrayDescriptor can be allocated by 1) passing it “blank” to an F90 function, 2) through an allocate() method, and, 3) setting it apart from any other class in array.h, it is the only type that can be initialized with a pointer to a previously allocated C++ array. It can be passed to any F90 function which takes a pointer to array type as a parameter, it is able to capture a pointer to array return value of an F90 function, and it can be passed as part of a struct to an F90 function. The basic layout of the function is described in figure 6.26.

F90::ArrayDescriptor supports operations for retrieving meta-data about the array (directly from the dope-vector) and for retrieving elements from the indexer by means of an indexer (again, using size and boundary data directly from the dope-vector).

Declaration-wise, this functionality is identically to that provided by all of the other array-like types in arrays.h, and hence it was a prime candidate for explicit specification through a pure-virtual base class. However, this approach would introduce polymorphism into the code-base, which leads to hidden changes in the basic in-memory structure of the F90::ArrayDescriptor. This could make it impossible to properly pass the descriptor to and from F90 functions and, hence, cannot be considered an option.

The use of F90::ArrayDescriptor is illustrated by the code snippets in figure 6.27.
6.2. PORTING AND INTEGRATING WITH C++

F90::ArrayDescriptor is a stand-alone class supporting a number of constructors (default for an empty dope-vector, self-allocating and using a pointer to an existing C++ array), as well as basic functionality for retrieving the array meta-data (nr of dimensions, for a given dimension the array bounds and the extent) and array element indexing through a temporary F90::Indexer.

![ArrayDesc (template)]

F90::ArrayPtr

F90::ArrayPtr objects combine the ability to be passed directly to and from F90 functions – as in F90::ArrayDescriptors – with a minimal dependence on dope-vector internals. Practically speaking, the only compiler-dependant information needed is the size of the dope-vector. All of the data required for the meta-data inquiry methods is obtained by calling an appropriate F90 function. The design of F90::ArrayPtr is superficially very similar to F90::ArrayDescriptor, as we can see in figure 6.28.
Instantiating and using F90::ArrayDescriptor in practical examples, illustrating the 3 different construction methods and the use of both indexing operators.

Figure 6.27: Using F90::ArrayDescriptor

An F90::ArrayPtr can be initialized by using the allocate()-method, or it can be initialized by an F90 function or with data referred by an F90::ArrayDescriptor. The dope-vector can be retrieved from the pointer as an F90::ArrayDescriptor. F90 function calls are used by the meta-data retrieval methods on every access. F90 functions are called once to retrieve boundary data for indexing operations, which is then passed on to an indexer as in F90::ArrayDescriptor. This implies that every call to a meta-data method and every indexing operation will require one or more cross-language calls, which can be expected to accumulate a potentially serious overhead when it is being heavily used (these calls cannot be inlined or optimized through any other means). Hence, the class is most useful for passing arrays between multiple functions with only an occasional call to member methods.

The use of F90::ArrayPtr is illustrated by the code snippets in figure 6.29.
F90::ArrayPtr provides a memory structure which is directly passable to and from F90. It can be constructed without memory (to be allocated by an F90 function), with arbitrary array description parameters or with an F90::ArrayDescriptor. A single F90 function call is made for each meta-data method. Multiple F90 calls are necessary for indexing.

Figure 6.28: F90::ArrayPtr

F90::Array

The last regular array-like type provided by arrays.h is F90::Array. It provides the performance advantages of F90::ArrayDescriptor, but without the ability to pass it directly into or out of an F90 function. If we want to pass the array to F90, we need to obtain an F90::ArrayPtr to it by means of a method call. Its implementation is illustrated in figure 6.30.

F90::Arrays can be allocated during construction, or can receive memory from an F90::ArrayPtr or an F90::ArrayDescriptor. During construction, a local (private,
Instantiating and using F90::ArrayPtr in practical examples, illustrating the use of constructors and indexing operators.

Figure 6.29: Using F90::ArrayPtr

object-internal) cache is filled with all of the available meta-data by means of F90 function calls. From this point on, all meta-data methods retrieve their data from local cache, and local cache is also used to initialize indexers.

If we want to pass the array to F90, we can pass it to a function taking a F90::ArrayDescriptor or F90::ArrayPtr parameter without adding extra code, as long as the F90 function does not change anything about the pointer-to-array’s meta-data properties (e.g. by deleting and / or reallocating). This is accomplished by making
Like F90::ArrayPtr, F90::Array internally uses an F90::ArrayDescriptor to refer to the dope-vector. The major difference here is that all meta-data is retrieved using F90 calls only once during construction. The data is then cached locally within the F90::Array object and used for every meta-data method-call or indexing operation.

**Figure 6.30: F90::Array**
use of the C++ conversion operator mechanism and C++ implicit casting semantics.

It is extremely important at this point, to stress the importance of the constantness requirement for the array properties. When using implicit casting, the F90::Array is turned into an F90::ArrayPtr(/ArrayDescriptor) rvalue which is by nature temporary. This means that any changes to the converted value will not have repercussions on the F90::Array itself, thereby potentially rendering it corrupt. It is possible to indicate to C++ that this requirement has been fulfilled, by properly adjusting the F90 function declarations in the C++ headers. Function calls with const F90::ArrayPtr& or F90::ArrayDescriptor& parameters will allow for the implicit conversion, function calls with just F90::ArrayPtr or F90::ArrayDescriptor won’t. Naturally, the developer should take great care here to make sure that the declaration corresponds with the actual behavior of the F90 function: as we mentioned earlier 6.2.3.1, the validity of the C++ headers cannot be verified by the compiler.

Proper constructors, implementing appropriate conversion semantics, make it similarly possible to make this principle work symmetrically for return values from F90 functions. If we are not able to pass or receive F90::Arrays directly, at least conversion to and from “passable” types can be resolved “mostly” transparently.

The use of F90::Array is demonstrated through the code snippets in figure 6.31.

F90::Fast::Array
Finally, the classes in the F90::Fast namespace provide an alternative implementation of the above functionality, but optimized by means of template meta-programming techniques. The prime requirement for use of these is that we know all meta-data-properties of the F90 array at compile-time, in all C++ compilation units. Hence, they are prime candidates for use in new OO code which uses F90 only for calls to legacy libraries, while doing all of its memory management in C++. This functionality has been encapsulated in the F90::Fast::Array class.

We want this class to accomplish the following goals:

1. In C++, using F90::Fast::Arrays should offer performance comparable to native C++ arrays.
2. In C++, using F90::Fast::Arrays should offer us capabilities comparable to F90 arrays.
3. In F90, an F90::Fast::Array instance should be treated as a regular pointer to array.

The problem with C++ template meta-programs is that, even though they offer very powerful options for advanced compile-time optimization, the techniques used make them 1) harder to read than regular code, and 2) a lot harder to describe.

Basically, we are using parameterized C++ types (class templates, i.e. a genericized user-defined type) as meta-objects – “objects” that are instantiated at compile time and meta-object classes (a class that encapsulates a meta-object for passing it to other template constructions). The compile-time attributes of these are being manipulated by template expressions within other class templates that are used as if they were functions – so-called meta-functions (class templates that directly generate a compile-time result) and meta-function classes (classes that contain a meta-function class – again, encapsulation allows for easy passing of the meta-function to other
In F90:

```fortran
SUBROUTINE FORTRAN_ROUTINE1(arrayptr)
    INTEGER, DIMENSION(:), POINTER :: arrayptr
    ALLOCATE(arrayptr(20))
    arrayptr = (/ I, I=1,20 /)
END SUBROUTINE FORTRAN_ROUTINE1

SUBROUTINE FORTRAN_ROUTINE2(arraydesc)
    INTEGER, DIMENSION(:), POINTER :: arraydesc
    ALLOCATE(arraydesc(20))
    arraydesc = (/ I, I=1,20 /)
END SUBROUTINE FORTRAN_ROUTINE2
```

In C++:

```cpp
extern "C" {
    void fortran_routine1_(ArrayPtr&);
    void fortran_routine2_(ArrayDesc&);
}
```

```cpp
// Construct and initialize arrays
Array<int,1> a1;// Index like F90, explicit
a1.allocate(20); // Initialize through allocate()-method
ArrayPtr<int,1> ap;
fortran_routine1_(ap);
ArrayDesc<int,1,FortranIndexer> a2(ap); // Initialize using ArrayPtr.
ArrayDesc<int,1> ad;
fortran_routine2_(ad);
ArrayPtr<int,1,CIndexer> a3(ad); // Initialize using ArrayDesc.
// Cannot pass directly to F90! Convert to ArrayDesc/Ptr first.
a1.deallocate();
a2.deallocate();
fortran_routine1_(a1.getArrayPtr()); // Explicit conversion.
fortran_routine1_(a2) // Conversion using conversion operator.
// Array access as with ArrayDesc
```

Instantiating and using F90::Array in practical examples – we demonstrate construction with new memory and existing memory behind an F90::ArrayPtr and an F90::ArrayDescriptor. The snippet also demonstrates explicit casting to F90::ArrayPtr& and implicit conversion using a conversion operator.

Figure 6.31: Using F90::Array

meta-functions). These “return” by instantiating other meta-objects that can be further used as the “result” of the meta-function. Typedef statement are used in this context as a type of assignment to capture and pass back intermediate and final results, and public inheritance is used for referencing and forwarding meta-data.

Although this is a most fascinating topic, we will not go deeper into the general techniques of C++ template programming here – interested readers can find more
details in other, more in-depth and focused sources like [84].

In other words: the tools of generic programming are being used in a way which – quite radically – differs from their classical application, and regular illustrative techniques, like class diagrams, will not offer a proper or understandable overview of the techniques applied. As a matter of fact, C++ template meta-programming constructs bear greater resemblance to expressions from functional programming languages than regular generic programming in the C++ context. Still, figure 6.32 shows an attempt to sketch out the basic structure of the F90::Fast::Array class.

---

An attempt to provide an overview of F90::Fast::Array: all internal “objects” (the dimensions sequences, the array traits data etc.) are actually meta-objects, added to the class through template classes, typedefs and inheritance. Their content is parsed, transformed and handled as meta-data where necessary at compile-time by the C++ compiler.

Figure 6.32: F90::Fast::Array

Basically, we create an F90::Fast::Array type by providing the class template with a series (one for each rank of the array) of Dimension meta-objects (other
template types), initialized with an upper and a lower bound. These dimension meta-objects are passed as template parameters to the instantiation of the particular F90::Fast::Array, together with a Type meta-object parameter which encapsulates the content type of the array, and an optional Indexer template. This last template parameter is actually a meta-function which creates a proper Indexer type at compile-time, using the other init parameters of the array class to produce the necessary compile-time optimized indexing algorithms. An example of F90::Fast::Array instantiation is shown in figure 6.33.

All of the array meta-data is retained and accessed as part of the type’s traits, and no run-time caching is needed – all meta-data inquiry functions return values which are “baked into” the type at instantiation of the Fast::Array template. The dimensional traits of the array are kept in a meta-sequence – a type structure representing a compile-time collection of meta-objects, that can be indexed by means of a constant int. Their functionality is basically comparable to that of some existing run-time collection types, and advanced implementations of such meta-data collections even offer functionality like associative mapping (type-to-type), insertion/deletion and meta-data iterators [86].

Similarly, when instantiating a Fast::Array, a customized indexer type is also generated with all the data required for mapping the indices to array elements hard-wired into the algorithm. Two implementations have been provided for comparison. The first uses essentially the same algorithm as the regular array-like types described over the course of the previous sections, but without the need for retrieving the data from the dope-vector, Fortran or object cache. The second implementation goes a step further, and internally maps the Fortran array type to its transposed native C++ equivalent to virtually address it by column-major order. Thus, the correct element is retrieved by indexing the array in “reverse” order. (C++ requires that all of the extents of a multi-dimensional reference/pointer to array are known at compile-time, except for the last dimension – hence, this technique could not be applied in the previous cases.) A performance comparison of both implementations is presented in section 6.2.5.8.

The meta-programming approach has multiple advantages that allow us to accomplish all of our previously stated goals.

As we no longer need to look up the array meta-data for calculating indices, performance will be vastly better than that of F90::ArrayPtr, and even better that of F90::Array or F90::ArrayDescriptor. Generally, performance should improve even more as the number of dimensions goes up. Looking ahead at the results of our performance test, we happily observe that the transposed-matrix type algorithm effectively succeeds at producing performance nearly equal to native C++ arrays under similar circumstances – with an interesting twist... again, we refer to section 6.2.5.8 for more details. Hence, our first requirement – near-optimal performance in terms of speed – has been successfully addressed.

The meta-programming approach allows us to apply techniques similar to those used in the earlier referenced Blitz++ [81] library. The Blitz++ array operators (matrix addition, matrix scalar multiplication etc.) have shown comparable performance to similar operations in Fortran [83]. It also transparently offers other Fortran-like
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mechanics, not available for regular native or STL C++ array types, like array slicing. Although such support has not been added to F90::Fast::Array at the time of writing, Blitz++ has proven that it is possible, and the necessary techniques are known and well developed. Such an addition to `arrays.h` would provide an interesting avenue for future work. All in all, we can state that, even if the second goal has not been exactly reached yet, it should not prove to be a problem to do so.

To our great satisfaction, our third point of interest – the ability to directly pass Fast::Arrays to F90 functions and vice-versa – can also be marked for success, almost as a side-effect. As all meta-data has now been incorporated in F90::Fast::Array’s complex type structure, there is no need to “pollute” our runtime in-memory object structure with cached data, hence allowing us to hold on to the pure dope-vector memory without having to resort to compiler-dependent manipulations. As it is for F90::ArrayPtr and F90::Array, the only compiler-dependent information we need to know is the size of the dope-vector.

Examples of use for F90::Fast::Array are shown in figure 6.33.

Performance tests

In order to compare the multiple implementations, we ran a limited benchmark measuring basic performance when read- and write-accessing array data for arrays of multiple dimensions, under two circumstances: consecutive access (optimizable through low-level caching techniques) and random-access (not optimizable). The results of the consecutive access test are shown in figure 6.34. Results for random access are shown in figure 6.35.

Benchmarks are performed for all array types, for integer arrays of 1 to 4 dimensions. For consecutive access, we are working with extents of 11 in each dimension (ranging -5 to +5). For random walks, we use bigger arrays to try and make sure that caching will have as little influence as possible. We try to keep close to 10,000 elements in the whole array (i.e. (10000), (100,100), (10,10,100), (10,10,10,10)).

The run-time allocated array types use the regular F90::FortranIndexer for retrieving elements. The compile-time optimized F90::Fast::Array are compared using 2 different indexers: F90::Fast::FortranIndexer and F90::Fast::NativeFortranIndexer. All code was compiled using the GNU C++ compiler version 4.1.

The results are largely as expected: F90::ArrayDescriptor and F90::Array perform about equally fast, while F90::ArrayPtrs lag behind. Either of the three runtime allocated array classes perform worse than native C++ arrays.

The F90::Fast::Array type shows a different image though. We compare the use of F90::Fast::Arrays with 2 different indexers: F90::Fast::FortranIndexer uses the algorithm presented in section 6.2.5.1, while the indexer F90::Fast::NativeFortranIndexer uses the native C++ array transposition optimization for addressing the array elements described in section 6.2.5.7.

First conclusion: using the optimized NativeFortranIndexer, F90::Fast::Arrays perform about equally fast as native C++ arrays for consecutive accesses. Arrays using the regular Fast::FortranIndexer perform less optimal in this case. When measuring results for random-access however, the results are reversed, on both counts: F90::Fast::Arrays using F90::Fast::FortranIndexer actually perform faster than either
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Figure 6.33: Instantiating and using F90::Fast::Array in practical examples, ...

Fast::Arrays using NativeFortranIndexers and native C++ arrays.

In other words, we can choose a proper Indexer method depending on the kind of access to the array that we can expect for a given problem, and – under GNU 4.1 at least – actually gain performance which is better than that for native arrays!

6.2.6 F90Arrays unit testing issues

Unexpectedly, one of the more complex issues in developing the F90::Fast types arrays.h turned out to be one only tangential to the given problem: unit testing.

While writing the different array classes, it turned out that numerous small mistakes in the implementation could result in major problems when applying the code to our new MPI-enhanced quantum physics code-base. Hence, decent unit testing is paramount. For the regular, run-time allocated array types, this does not pose a problem: the tests can be performed with meta-data that is generated within a
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<table>
<thead>
<tr>
<th></th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
<th>4D</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>54 ms</td>
<td>70 ms</td>
<td>112 ms</td>
<td>149 ms</td>
</tr>
<tr>
<td>Fast::NativeFortranIndexer</td>
<td>54 ms</td>
<td>92 ms</td>
<td>141 ms</td>
<td>149 ms</td>
</tr>
<tr>
<td>Fast::FortranIndexer</td>
<td>62 ms</td>
<td>185 ms</td>
<td>282 ms</td>
<td>294 ms</td>
</tr>
<tr>
<td>ArrayDesc</td>
<td>230 ms</td>
<td>841 ms</td>
<td>864 ms</td>
<td>894 ms</td>
</tr>
<tr>
<td>Array</td>
<td>141 ms</td>
<td>702 ms</td>
<td>794 ms</td>
<td>901 ms</td>
</tr>
<tr>
<td>ArrayPtr</td>
<td>334 ms</td>
<td>1145 ms</td>
<td>1346 ms</td>
<td>1276 ms</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
<th>4D</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>107 ms</td>
<td>91 ms</td>
<td>144 ms</td>
<td>156 ms</td>
</tr>
<tr>
<td>Fast::NativeFortranIndexer</td>
<td>117 ms</td>
<td>101 ms</td>
<td>142 ms</td>
<td>170 ms</td>
</tr>
<tr>
<td>Fast::FortranIndexer</td>
<td>126 ms</td>
<td>124 ms</td>
<td>170 ms</td>
<td>200 ms</td>
</tr>
<tr>
<td>ArrayDesc</td>
<td>139 ms</td>
<td>1063 ms</td>
<td>834 ms</td>
<td>875 ms</td>
</tr>
<tr>
<td>Array</td>
<td>129 ms</td>
<td>1061 ms</td>
<td>834 ms</td>
<td>882 ms</td>
</tr>
</tbody>
</table>

Benchmarking arrays.h for consecutive reads and writes. Notice that the results pretty much follow expected trends.

Figure 6.34: Consecutive reads and writes from and to arrays.h.

<table>
<thead>
<tr>
<th></th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
<th>4D</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1065 ms</td>
<td>506 ms</td>
<td>572 ms</td>
<td>962 ms</td>
</tr>
<tr>
<td>Fast::NativeFortranIndexer</td>
<td>1101 ms</td>
<td>998 ms</td>
<td>607 Ms</td>
<td>1440 ms</td>
</tr>
<tr>
<td>Fast::FortranIndexer</td>
<td>340 ms</td>
<td>392 ms</td>
<td>389 ms</td>
<td>586 ms</td>
</tr>
<tr>
<td>ArrayDesc</td>
<td>3261 ms</td>
<td>1073 ms</td>
<td>1128 ms</td>
<td>3601 ms</td>
</tr>
<tr>
<td>Array</td>
<td>2238 ms</td>
<td>1064 ms</td>
<td>1191 ms</td>
<td>3901 ms</td>
</tr>
<tr>
<td>ArrayPtr</td>
<td>4289 ms</td>
<td>2241 ms</td>
<td>2346 ms</td>
<td>4521 ms</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
<th>4D</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>10076 Ms</td>
<td>14913 ms</td>
<td>16151 ms</td>
<td>12700 ms</td>
</tr>
<tr>
<td>Fast::NativeFortranIndexer</td>
<td>10282 Ms</td>
<td>15318 ms</td>
<td>11410 ms</td>
<td>13132 ms</td>
</tr>
<tr>
<td>Fast::FortranIndexer</td>
<td>1076 ms</td>
<td>1099 ms</td>
<td>1157 ms</td>
<td>1249 ms</td>
</tr>
</tbody>
</table>

Benchmarking arrays.h for “random-walk” reads and writes. The result turns out pretty interesting...

Figure 6.35: Random reads and writes from and to arrays.h

set of loop statements. For the F90::Fast::Arrays, things are different however: as we need the array meta-data at compile-time, we cannot produce it through regular loops. For our test however, it is essential that we try out a range of meta-data values including border cases...

Generic meta-loops
In other words, we need a loop mechanism that produces integer values at compile-time. Basic compile-time loop techniques were the subject of some of the first investigations into C++ template meta-programming [84]. Some of these techniques were
later formalized in libraries like Boost::MPL [86] and Loki [87]. While these libraries offer many solutions for the use of compile-time collections through “meta-iterators”, none of them present a truly generic, simple technique for using templates to emulate complex run-time loops. Hence, there was some more template meta-programming over the horizon.

After some coding work, we came up with a solution which allows us to write “meta-loops” as illustrated by the code snippet in figure 6.36.

As can be seen in figure 6.36, we provide a template class called Loop which takes four template parameters:

- a meta-object acting as meta-iterator, corresponding to the loop variable in a regular for-statement; the meta-object can have any structure that the other parameters to the loop are able to deal with; the example in figure 6.36 provides each of the nested meta-loops with a meta-object of type Int, each of which is initialized with a value
- a meta-predicate class: a class containing a meta-function to act as loop condition – it “checks” the meta-iterator at the start of each “iteration step”
- another meta-function class acting as update expression, analogously to a for-statement
- a function-template class: this class contains a function template which is instantiated with a meta-object for each “iteration” in the loop structure, and corresponds to the loop body of a for-statement.

Basically, Loop generates an Iteration meta-object for each meta-iteration step – this is used as a template parameter to create one unique instance of the loop body function template per meta-iteration. The generation of Iteration objects is limited by the initialization value passed to the meta-iterator, and the result of evaluating each generated Iteration meta-object using the meta-predicate. Each of the generated loop body function templates can access the corresponding meta-iterator, and all the compile-time data it contains, through its template parameter. To trigger the proper evaluation of the meta-loop at runtime, the call() member function of Loop is called, triggering a continuous chain of function calls to each of the function template instances.

When properly implemented, most compilers will inline and concatenate all of the generated functions, similar to what happens when a compiler applies loop unwinding, but in this case consistently and automatically.

The Loop class itself has been implemented as a function template class, allowing multiple Loops to be “nested”. In this case, the body function template can access the contents of each of the surrounding Loops using the Parent member of each “internal” loop in proper succession. A helper function template class TraverseIterators has been provided as well, which goes through all of the generated meta-iterators for each iteration step, in sequence from the inside out, for an arbitrary number of nested loops.

The main issue with using these meta-loops is one of performance: not runtime performance (which should actually be optimal), but compile-time performance. Each meta-loop iteration results in the creation of multiple meta-objects (types), which severely impacts compilation speed. The problem grows when nesting loops,
as the amount of generated meta-objects will effectively grow exponentially. It gets even worse if, within the meta-loop body, we happen to be working with types that use heavy template meta-programming themselves, as the amount of generated code gets still bigger.

In practice, it was not practical to use meta-loops for testing \texttt{F90::Fast::Array} code using more than 4 dimensions. Luckily for us, this is the maximum amount needed by the quantum physics code. Code using 5 dimensions or more would result in compilation sequences lasting longer than 24 hours at best – mostly, such attempts would lead to a near-freeze of the machine due to kernel swapping (because of memory exhaustion), or the compilation process would simply be prematurely halted by the Linux memory management daemon.

Even for simple meta-loop bodies, compilation will quickly slow down. While stand-alone and single-nested meta-loops compile swiftly, double- and triple-nested meta-loops already take more than half a minute, and a quadrupally nested meta-loop will take over an hour to compile.

Another limitation when using meta-loops is that many compilers impose a (compiler-dependent) maximum to the number of template instances that a meta-program can recursively create. Most compilers will allow this limit to be extended using command-line parameters though.

Due to all of these issues, meta-loops are probably not suited as a potential general replacement for loop-unwinding compiler optimizations. Still, for the purpose of unit testing the meta-programming code in \texttt{F90::Fast::Array}, they are invaluable.

6.2.7 Summarizing C++ and F90 integration

We have been able to show that it is possible to write practical and performant C++-F90 cross-language code. When using the \texttt{F90::Array} and \texttt{F90::Fast::Array} types provided in the \texttt{arrays.h} library, the task can actually be accomplished with a minimum of effort and compiler-dependent code. But the task does require careful consideration of a number of issues concerning compiler-dependence and performance. Generally though, we can consider the problem solved. Developing \texttt{arrays.h} has not been a straightforward feat though. And there are still some issues than can benefit from future work.

The main body of extra work remains on the F90 side of the issue. Basically, while templates allow us to generate appropriate code for any type of \texttt{F90::Array} in C++, we cannot do the same in F90. For now, the F90 functions used by the \texttt{F90::Array} types have all been written by hand for each type of array used in the quantum physics code.

This aspect would greatly benefit from an automation process similar to that used by Babel or Chasm. Both of these tools use a pre-processing step for the whole process though, which – given the functionality in \texttt{arrays.h} – seems somewhat overkill (at least for the C++-F90 case). A relatively simple, limited, C++ template-like token substitution pre-processor for F90 should be able to do the job without any additional effort on the C++ side.

Another aspect which needs some further investigation is that of indexation. In the current version, all of the indexer classes in \texttt{arrays.h} have been provided with
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specialized implementations for each rank supported, up to 7 dimensions (the F90 maximum). (The indexers are still fully member type-agnostic though.) It would be useful to do some study as to the possibility to simplify this implementation, and open it up to an arbitrary number of indices (e.g. by relying on loop unrolling optimizations, meta-loops or other meta-programming techniques, recursive inline function calls with the possible addition of tail recursion optimization, etc...).

6.2.8 Porting to C++

We will now illustrate how the above conclusions apply to our example legacy application.

The basic layout of the hybrid C++-F90 code-base is illustrated in figures 6.37 and 6.38. A step-by-step overview follows.

The general layout of the parallel program at this stage is as follows:

• For the master code:
  1. Initialize:
     Basic information about the MPI virtual machine, such as the available amount of slave processes, is retrieved right after startup in the C++ main body. The rest of the initialization process (opening and reading the config files, creating the unformatted result files, allocating the necessary memory structures on heap, ...) is taken care of by the same F90 function that was used for this purpose in the previous version. All of the allocated memory structures are passed back to C++ as \texttt{F90::ArrayPtrs}. For performance reasons, those that get further use in the C++ code are rolled into \texttt{F90::Arrays}.
  2. Broadcast:
     The slave initialization phase is resolved by the same F90 function that handled the task in the previous re-factoring iteration.
  3. The main loop works exactly as in the previous version, yet has now been completely translated into C++, but for the recombination process. The program still goes through similar phases:
     (a) Send initial data:
        The master uses messages to send tasks to all slaves using C++ MPI calls. Note that we are effectively mixing F90 and C++ MPI calls in a single program. According to the standard, this should not pose a problem, and indeed, MPICH-2 resolves the mixing without a hitch.
     (b) We then go through the following sequence:
        i. Wait for result data:
           As in the previous re-factoring step, but using C++ MPI calls.
        ii. Send new data
           id.
        iii. Recombine
           The C++ code calls the existing F90 function to resolve this phase. Again, we pass the dynamic structures as \texttt{F90::ArrayPtrs}, extracting these from \texttt{F90::Arrays} where necessary.
4. Master finalize slaves:
   When all tasks have been distributed, slave processes are sent a message
to shut them down.

5. Master finalize:
   When all tasks have been sent and all result data has been received,
all data structures allocated in C++ are cleaned up, before calling the
existing F90 code to write out the final results (which must be done in
F90 for convenient access to the unformatted data files) and clean up any
structures allocated internally in F90.

• For the slave code:

  1. Initialize:
     The slave waits for the broadcast initialization data from the master,
and uses the received data to perform its own initialization phase, as
previously. This part consists of hybrid C++ and F90 code, reusing part
of the existing code for allocating some of the dynamic structures.

  2. Main loop:
     (a) Wait for task:
     As in the previous version, but translated into C++.
     (b) Calculate:
     The slave calculates results for the task, using an F90 function call.
     The partial result matrices are returned as \texttt{F90::ArrayPtrs}.
     (c) Send results:
     The slave sends back the partial result matrix to the master.

  3. Finalize:
     When the slave receives a null message instead of task data, it exits the
main loop and starts the finalization process, again a hybrid C++-F90
process.

6.2.9 Performance

Once more, we make a calculation for $L = 0$ and $K = 0, 2, 4, ..., 10$, a range of
$l_1 = l_2 = 0, 1, ..., K/2$ values, and 45 $t$ values. As we can gather from the resulting
graph, the results are mostly identical to those presented in figure 6.5.

As we can see, the new graph is very comparable to the previous one, proving
that we have been able to accomplish our goal: to create a C++-F90 cross-language
solution for our problem, which combines the object oriented qualities of C++ with
the legacy code-base in Fortran without incurring any serious performance overhead.
Due to the fact that we haven’t yet made any drastic changes to the basic call
structure of the code, profiling with MPE produces similar results as well.

6.2.10 Conclusions on Fortan and C++ integration

During the previous re-factoring step, runtime profiling revealed scalability problems
with the existing code structure. We came to the conclusion that, to fix the problem,
we would need to parallelize the recombination process – this implied some major
changes to the code-base. On top of this, it was foreseeable that – due to the nature of the changes needed to make the software fault-tolerant in later stages of the refactoring process – even greater changes would have to be made to the software structure.

While considering the amount of change necessary, we made the observation that strategic use of object oriented (OO) language features could be useful to help us further in our endeavor. However, since F90 lacks OO features, this would entail porting to another programming language. The modularity added in the previous step could help us ease the problem, if we were only able to a) retain those pieces of code which would not see much change in F90 (actual calculation and recombination of partial result matrices, creating and writing unformatted result files), while b) only porting those parts which would be seeing a lot of rewrites in the coming steps (structural code for controlling which calculations were performed when, and on which hosts in which particular order, further messaging code, ...).

Due to the known compatibility between F90’s predecessor F77 and the C programming language, C’ s object oriented successor C++ was chosen as the logical target language for the port.

This naturally leads us to answer our next general research question: With regard to Fortan-based legacy code: what needs to be done to make easy integration of said code with modern C++-based code work in a user-friendly manner.

It turns out, that, even though the techniques for bridging between C and F90 have been well documented by others, cross-language development using C++ and F90 is not as simple as it seems. This is mostly due to the “obscured background activity”, performed by the computer to support the F90 dynamic memory features.

Software solutions exist that claim to ease the bridging process (Chasm, Babel, elements of Boost and Blitz++), but it turns out that either a) they do not support all the necessary features (both versions of Chasm, Babel), or that b) they don’t even allow for cross-language development at all, but rather aim to provide Fortran-like tools for development in pure C++ (Boost, Blitz++). Moreover, the only truly applicable existing solution – the Chasm tool – takes a rather heavy-weight approach to the matter on both the C++ and the F90 ends of the issue, while most of the work – at least on the C++ side of things – could probably be done simpler through C++’s built in generic/generative programming features (templates). Another shortcoming of the Chasm tool is that it doesn’t allow the developer to choose between a reasonable customizable range of compiler dependent / compiler independent features.

From this, we concluded that the best approach to solving our problem would probably be to write a new cross-development tool from scratch. We wrote this tool with the following goals in mind: 1) it should enable us to use pointers and dynamic memory across C++ and F90 in a transparent and interchangeable manner, 2) it should enable developers to use the matrix-like structures that are stored within these dynamic memory ranges in a similar manner in both C++ and F90, 3) it supports different levels of portability, carefully balancing compiler-independence vs. performance in a manner which is customizable to some degree by the developer and 4) ideally, it should be able to accomplish this purely by means of a library mechanism as much as possible.
By creating the Arrays.h library, we have shown that all of these requirements are attainable, delivering a balanced set of options to the developer through careful design and extensive use of the C++ features wrt. generic-, generative- and meta-programming. Minor elements are left as future work, but Arrays.h currently provides for all our needs to complete the porting process, and more. While Arrays.h provides similar functionality to Chasm in some areas, it is more extensive, comprehensive, user-customizable, and to the point for the C++-F90 case than the latter. As well, it provides for a simpler, more straightforward development and build process. It accomplishes these goals by applying both a design and a set of techniques which significantly differ from those used in the Chasm tool, firmly putting apart Arrays.h as a solid, unique creative effort.

But, as we mentioned, the attained results go beyond the needs of the quantum physics project: specifically, we created the F90::Fast::Array library, with which were capable of producing some very interesting performance figures for cases in which array meta-data is known at compile time in C++, but not in F90. These results were accomplished by thoroughly applying template meta-programming techniques in C++. Although these techniques aren’t directly applicable to the problem at hand, we have illustrated cases in which the given functionality definitely would be useful to developers. To the extent of our knowledge, no-one has yet studied or produced a tool for C++-F90 cross-language development with the given qualities.

After re-factoring the F90 code-base, it was split up into 1) a “permanent” F90 part which re-uses the existing code-base, and 2) a “mutable” C++ part, which will be seeing some heavy modification over the course of the coming re-factoring steps. Performance testing produced solid evidence that we were able to reach our software engineering goals of adding the OO features without sacrificing runtime performance, as required. Hence, all of our stated goals for this re-factoring step have been accomplished, and we are now ready to move on to the next.

6.3 Re-factoring for performance

Before we set out on answering our final research question, we first return to the point in our preliminary refactoring process where we “side-tracked” for a moment to investigate the Fortran-C++ integration issues. Specifically, before we start thinking about the fault-tolerance issue, we first need to fix the performance problems that we noted for values of \( L \) greater than 2.

6.3.1 Rationale

Now that we have paved the way for making significant changes to the code-base, beyond just adding parallelism to the calculation step, let us go back to our conclusion from re-factoring step 1. During the profiling phase of that step, the data for calculations with \( L = 0 \) was most promising. However, visual inspection of the gathered data for \( L = 2 \) showed an problem with the calculators. Specifically, it turned out that all of the slaves were going through large periods of idle time while
waiting to send their result data back to the master.

When looking at the master process, we could see that these idle periods lined up with recombination activity in the master process. Remember: the current process does both task distribution and recombination in the master process. Practically: every time that a calculator sends back a result, the master receives it as soon as it can, sends back a new task and then recombines the received results. This will immediately provide the sending calculator with new data. However, other calculators that want to send back results will have to wait until the master is done with recombination. And as long as the calculators are unable to let go of their results, they do not receive new tasks - and hence remain idle.

The slowness of the recombination process for higher values of $L$ can be attributed to two major components. The first is straight mathematical complexity: recombination times, in terms of CPU cycles, will significantly rise for higher values of $L$ – this is inevitable. The second issue lies with file operations: in the current implementation, the master does recombination for all the result matrices. As the result matrices will typically be too large to all fit in memory at the same time - most certainly for large values of the input parameters – results have to be switched from and to file whenever a partial matrix comes in for a result matrix that differs from the currently active one. These operations on disks are slow, and since the files are too large to properly fit into operating system cache, they can not be sped up.

In a naive solution scenario, the file operations could be omitted if we were to calculate separate result matrices sequentially (while still calculating the partial results in parallel). This, however, would not solve the complexity issue – at one point, the length of the calculations will once more lead the master to starve the calculators.

The only option which allows for maximum scalability at the master side is to completely decouple recombination from task distribution, i.e. to parallelize the recombination process. Again we could take this on in two ways. In both scenarios, the current master process would only be doing task distribution – initializing processes with data at the beginning and waiting for calculators to send it a new task request, answering the request with a new task. A calculator, once it is done with a task, would send the partial result matrix to a recombinator process, and then request a new task from the master.

As to the recombinators, once more, the naive option is to “sequentialize” the mechanism: provide one recombinator process, and calculate the different result matrices sequentially – again, while still calculating the partial result matrices in parallel. As complexity grows however, we will bump into similar problems as before, where calculators will be waiting for the recombinator – instead of the master – to receive their results while the latter is busy recombining previous partial results. While it does short-circuit the file “swapping” process, we would be no better of than in our previous naive setup.

This leads us to the conclusion that an optimal solution would be to provide one recombinator process per result matrix to be computed, with different partial result matrices for different recombinator processes to be calculated in parallel. When carefully interleaving tasks for different result matrices, this setup should maximally
distribute the workload among all of the recombinators, minimizing any bottlenecks (and hence idle time) towards calculator processes. Buffering could probably provide even extra protection against recombination bottlenecks in any of these scenarios, but we will not be experimenting with the buffered modes of MPI at this moment.

### 6.3.2 Design basics

The basic structure laid out in the introduction leads us to the following practical design, as illustrated in figure 6.40.

1. The master still generates input data sets for the calculation function which runs in the calculators, but dispatching tasks is its only function now; it serves all calculators with tasks at startup and waits for new task requests coming in from calculators.

2. The calculators calculate tasks distributed to them by the master process, sending on the result to an appropriate recombinator. As soon as the send operation returns, the calculator requests a new task from the master. The master, not being burdened by recombination can now promptly send the new task.

3. The recombinators wait for partial result matrices from the calculators. As soon as they receive a result, it is recombined into the result matrix. By interleaving tasks for different recombinators, all recombinators can be kept active and bottlenecks on behalf of any single recombinator can be minimized.

### 6.3.3 The new code layout

Probably the most interesting aspect of the new design is that the $^5H$ calculation software, at this point in the re-factoring process, has definitively ceased to be a straightforward master-slave type of application. In the coming re-factoring steps (when adding fault-tolerance), we will see that the application will be moving even further away from its simple roots in step 1.

A more detailed overview of the new work-flow is presented in figure 6.41:

- For the master code
  
  1. Initialize and broadcast:

     As in previous versions, read init data from file and broadcast. The master has to resolve three broadcasts now, as the recombinators require initialization data that the calculators don’t an vice-versa. The broadcasts are resolved in 3 steps: first through the global communicator for the common initialization data, and through 2 specific (new) communicators for the calculators and the recombinators respectively. These new communicators are used throughout the whole process now to logically separate communication between master$<>$calculators and master$<>$recombinators respectively.

  2. The main loop still works as previously, though we don’t have a recombination phase now. Hence, the main loop now goes through the following phases:
(a) Send initial data:
The master uses messages to send tasks to all slaves using MPI point-to-point calls.
(b) We then go through the following sequence:
   i. Wait for a task request from a calculator:
      Once all the slaves have received one task, the master waits for requests for new tasks from any slave.
   ii. Send new task
      When a new task request from a slave comes in, that slave is sent another task, or “done” when there are no further tasks. If all calculators have been sent “done”, exit the main loop.

3. Finalize:
The master waits for the result data from the recombinators. When a result has been received, it is written to an UNF file. When all recombinators have returned a result, finalization proceeds as previously, except for those parts that were split off into the recombinator.

• For the calculator code:
  1. Initialize:
The calculator waits for the broadcast initialization data from the master, both over the global and the calculator-specific communicator, and uses the received data to perform its own initialization phase as previously.
  2. Main loop – the calculator now goes into a main loop consisting of:
     (a) Wait for task:
        The calculator waits until it receives a task from the master
     (b) Calculate:
        The calculator calculates results for the task, producing a partial result matrix.
     (c) Send results:
        The calculator sends the partial result matrix to the appropriate recombinator
     (d) Request a new task
        The calculator requests a new task from the master.
  3. Finalize:
When the calculator receives a null message instead of task data, it exits the main loop and starts its finalization process as previously.

• For the recombinator code:
  1. Initialize:
The recombinator waits for the broadcast initialization data from the master, both over the global and the recombinator-specific communicator.
  2. Main loop – the recombinator now goes into a main loop consisting of:
     (a) Wait for result:
        The recombinator waits until it receives a result from a calculator.
(b) Recombine:
   The recombinator recombines the result with the matrix.

3. Send result matrix
   When all partial result matrices have been received, the recombinator
   sends the total result matrix to the master.

4. Finalize
   Part of the cleanup that was originally part of the master is now done in
   the recombinator.

6.3.4 Profiling

Once more, we will try on a number of job runs for $L = 2$. This yields the graph
shown in figure 6.42.

As we can see in the figure, re-factoring has brought about a drastic change in the
performance behavior of the application. The large “idle gaps” which characterized
the application in its previous version have disappeared, and the graph now shows
a clean sequence of computational states in both the calculators and the recombinators.
No harmful synchronization of any kind is happening now, and all processing
resources are being used to their fullest, except perhaps for the master process. This
will not be a problem, as it implies that we should be able to run the master in parallel
with another process (calculator or recombinator) without negatively influencing
resource efficiency.

6.3.5 Conclusion and future work

After remodeling the code-base for easier re-factoring in the previous step, we have
addressed the inefficiencies in the recombination process. After considering a num-
ber of alternatives, we decided to solve the problem through further parallelization.
Specifically, we decided to farm out recombination to a number of dedicated pro-
nesses, one per result matrix. By interleaving tasks for different result matrices, we
should be able to recombine in parallel and minimize bottlenecks. In addition to
this, we now permanently keep the result matrix in memory, which means no more
costly swap-to-disk type operations. This results in an added improvement to CPU
efficiency. After another round of tests, we can positively claim that the problems
related to recombination-bottlenecks have been successfully solved.

We will not be investigating the scalability of the current recombinator imple-
mentation for higher values of the input parameters. However, if more bottlenecks
would show up, there are still some possibilities for improvement left. We leave a
closer study of this potential up to future work.

One approach would be to add buffering for the calculator->recombinator send
operation. The most obvious way to add user-controlled buffering would be through
MPI’s buffered send API. It mostly limits user control to buffer allocation and man-
agement only, but for most applications this will be enough. If this were not enough,
other approaches are possible though they are all tricky.

Explicit user-managed buffering could be done by adding a dedicated buffering
process between the calculator and the recombinator, but a) this adds another send
operation to the work-flow and b) requires careful planning of which machines the buffering processes will run on, because – for high values of the input parameters – they could require sizeable amounts of memory. This approach has the advantage of applying parallelism not just to CPU, but also for memory resources. However, careful study would be necessary to judge the performance loss associated with the extra send vs. simple write-and-read-back operations to disk. (Memory problems could be alleviated – of course – by using OS-controlled swapping combined with something like a solid state disk-like device – however, these devices are prohibitively expensive and would lead us away from our explicit focus on lower-cost devices.)

Another way to do it is to receive and buffer the result from the calculator in a separate thread within the recombinator itself. Care should be taken with this approach though, as the MPI standard explicitly does not enforce thread safety on any implementation. As long as all of the MPI-based operations (initialization, receive from calculator, send to master) are kept in one thread, while the rest (actual recombination) is done in another, this should not prove to be a problem. Of course, buffering would be strictly limited to the memory resources that are available on the machine running the recombinator.

A last method we thought of, not directly involving buffering, would be to parallelize the recombination process even further. Practically, this would involve utilizing multiple recombinator processes for a single result matrix (instead of the 1 result matrix - 1 recombinator approach we use now), adding a single (or staged series of) “meta-recombination” step(s) at the end to produce a single result matrix from the multiple “sub”-recombinators. This is, of course, only possible as long as the recombination process is commutative. This approach, however, will also require more CPU resources – either to be added, or taken from calculator resources.
/* A simple loop : loop over a const range and display results */

// Function template object, to be executed by meta-loop.
// Display the current value of the iterator of the surrounding
// meta-loop.
class LoopEcho {
    public:
        template<class LOOP>
        static void call() {
            cout << LOOP::Iter::Value << " 1;"
        }
};

// The loop: initialize a meta-iterator of type Int<> with value
// "0"; call LoopEcho::call() and increment the meta-iterator as
// long as it remains smaller than "3". Notice the similarity in
// structure with a regular loop.
Loop<Int<3>, LessThanInt<3>, IncrementInt<>>,
    LoopEcho
>::call();
cout << endl; // Displays "0 1 2".

/* A nested loop */

// Display the sum of the current values of the two surrounding
// meta-loops (LOOP::Iter and LOOP::Parent::Iter)
class LoopSum {
    public:
        template<class LOOP>
        static void call() {
            cout << LOOP::Iter::Value + LOOP::Parent::Iter::Value
                << " 
            ;
        }
};

// The loop: again, initialize two meta-iterators of type Int<>  
// and call LoopSum::call(), incrementing the iterators as in a
// regular loop until the meta-predicates return false.
Loop<Int<4>, LessThanInt<3>, IncrementInt<>>,
    Loop<Int<4>, LessThanInt<3>, IncrementInt<>>,
    LoopSum
>::call();
cout << endl; // Displays "1 2 3 3 4".

C++ meta-loops in action. Note that the meta-loop takes parameters in a
fashion analogous to a regular for-loop. Note also that meta-loops can be nested
in order to produce complex sequences of compile-time data.

Figure 6.36: Meta-loops
We now have two bodies of code: one part in C++ and one in F90. The master code 1) initializes [C++ and F90], 2) performs an initialization broadcast [F90], 3) sends out initial tasks to all slaves and then 4) goes into the main loop. Therein, it a) waits for slaves to send back results [C++], b) either sends a new task (when available) or “done” to the originating slave, c) recombines [F90] and d) either waits for another result (while pending) or leaves the main loop. When completely done in the main loop, the master 5) finalizes [C++ and F90].

Figure 6.37: High-level overview of the master F90&C++ code-base after the second re-factoring step
The slave code 1) initializes from own data, and data received from the master [C++ and F90], then 2) waits for a task [C++], 3) calculates a partial result matrix [F90], 4) sends it back [C++] and repeats the process until told by the master to quit. It then 5) finalizes [C++ and F90].

Figure 6.38: High-level overview of the slave F90&C++ code-base after the second refactoring step
Running the C++-F90 hybrid, again for $L = 0$ and $K = 0, 2, 4, ..., 10$, on the same cluster, using the same setup as in figure 6.5.

Figure 6.39: A performance graph for the C++ port

The $^5H$ calculation with a master (dispatcher), calculators and recombinators. The partial result matrices generated by the slaves are sent to an appropriate recombinator (instead of the master) now. As soon as the send operation returns, the calculator requests a new task from the master, which it should promptly receive.

Figure 6.40: The $^5H$ calculation with parallelized recombination
A detailed overview of the code structure after the third re-factoring step. The separation between C++ and F90 code is retained identical from the previous version, but recombination is now split off into its own process. Writing to / loading from a partial result file is no longer necessary in this version – all data is retained in memory until the end, when results are sent back to the master and written to a Fortran unformatted file in one pass.

Figure 6.41: A detailed overview of the new code using recombinators.
Another calculation for $K = 6, L = 2$. Notice the difference with the previous experiment. Parallelization of the recombination process has clearly worked to alleviate the previous problem.

Figure 6.42: Profiling the program for $L = 2$ with parallelized recombination
Finally, we have arrived at the part where we try to find a suitable solution to our last research question: *With regard to MPI-based software: what – if any – changes need to be introduced to make it fault tolerant, given an MPI implementation that supports it. What would a generic “cookbook” for creating fault-tolerant MPI-based software look like.*

We will first illustrate the process of adapting an existing MPI-based body of code to FT-MPI as an ad-hoc development, by implementing the procedure upon our example application. Along the course of this final refactoring trajectory, we will come to discover some of the quirks and pitfalls that one will encounter while implementing fault-tolerance in any kind of MPI-based software.

From this process, we will eventually deduce a sort of cookbook, which should prove an aid while refactoring any other piece of software for FT-MPI.

### 7.1 Implementing Fault-Tolerance with FT-MPI

Now that we have solved the initial parallelization issues, we will investigate the changes needed to make the software fault-tolerant. We resolve this step, basically, by exchanging MPICH-2 for FT-MPI as our MPI implementation, and adding/changing code where necessary to deal with faults wherever they may occur as allowed by the FT-MPI spec.

Before we start out on the details of porting the quantum physics application, we will have a look at some basic issues that we encountered during our design with – and practical use of – FT-MPI. These involve both problems with FT-MPI (in its currently available version), and the essential fact that – at each MPI call – we have to take into account that it might fail.
7.2 Problems with the current FT-MPI implementation

First, we will discuss some of the practical issues that we came across while using FT-MPI in practice. Our first point will prove to be quite fundamental. The others mostly concern bugs or unimplemented features in the current version of the software.

7.2.1 Lack of automatic synchronization at key points

The main problem concerns synchronization at certain key points during program execution: initialization, finalization and recovery. Recovery will automatically lead to full synchronization between all processes in the VM – as would be expected, both under recovery modes AUTO and MANUAL. This is not the case, however, for the other two program states.

Even though MPI defines two functions that are required to be called by any valid MPI program (MPI_Init and MPI_Finalize), the MPI standard does not require these to be synchronizing (in fact, it doesn’t even mention any developer’s advice to do so). Following the standard, FT-MPI doesn’t synchronize on these two calls either.

This, however, creates problems with buffering. When sending a series of small-sized messages, the following work-flow scenario will quite frequently happen in the context of a practical program when taking failures into account (as we witnessed over the course of multiple experiments):

1. The master initializes (without synchronizing with the other processes).
2. The master starts sending tasks.
   (a) Each send is buffered (as it is small).
   (b) After being buffered, the MPI call returns without synchronizing with the
       other processes.
       (In standard mode, an MPI implementation can choose between buffered
       or synchronized sends according to the needs of the situation.)
3. After sending all tasks, the master calls MPI_Finalize (again without synchro-
   nizing).
4. The master stops without ever having synchronized – it is only kept alive to
   send the buffered messages.
5. The other processes start up, initialize and start running.
6. Sometime during operation, a recoverable error occurs.
7. All processes enter recovery mode, except for the master, as it has called
   MPI_Finalize and stopped.
8. Recovery is, hence, unable to synchronize.
9. Thus, recovery fails!

7.2.2 Solutions for the synchronization problem

There are a number of possible remedies for this problem.

A naive approach would be to require synchronized mode for every operation: this
would force the send calls, which are buffered under standard mode, to block until
a receive is posted by a calculator. There are two problems with this work-around,
however. From a theoretical p.o.v., it is unacceptable that the MPI implementation
would not be allowed to optimize its use of resources in standard mode. (This is, in
fact, the very reason why a standard mode exists to begin with.) From a practical
angle, we are confronted with the fact that synchronized send mode has not been
implemented yet for the current version of FT-MPI.

Another approach would be to make MPI_Init and MPI_Finalize into synchro-

ized calls. This, however, would clash with the following declarations from the MPI
Standard Document Version 1.1:

1. regarding MPI_Init: "It must be called at most once; subsequent calls are
   erroneous."
2. and regarding MPI_Finalize: "Once this routine is called, no MPI routine
   (even MPI_Init) may be called. The user must ensure that all pending commu-
   niceation involving a process completes before the process calls MPI_Finalize."

Especially the last paragraph suggests that another solution should be searched
for. Of course, we have to recognize that it was written without the circumstance
of fault-tolerance in mind, and that it might have to be revisited if FT-MPI were
ever to get foothold. It is still, by far, the most logical place to do the necessary
synchronization.

This means we will have to do our own synchronization at the beginning of the
program to "ensure that all pending communication involving a process completes
before the process calls MPI_Finalize." Given the above, such a proper synchroniza-
tion call should be used in every FT-MPI program. We believe that proper wording
as such, at least, should be added to the FT-MPI manual.
A similar synchronization will be performed at the end of the work-flow to allow the master to safely retrieve diagnostics from the written UNF files; with the certainty that all of them have been finished by the recombinators.

The prime candidate for such a synchronization call would be MPI_Barrier. There is one problem with MPI_Barrier however: it is buggy and does not function in this version of FT-MPI. (As a matter of fact, it did not work reliably in version [LOOK UP] of MPICH-2 either, as we experienced from multiple experimental runs!)

The candidate we eventually settled upon was MPI_All_Reduce: complete VM-wide synchronization is absolutely necessary for this call to produce a correct result, and it works properly under both FT-MPI and MPICH-2. By enclosing all MPI calls (except MPI_Init and MPI_Finalize) between two MPI_All_Reduce calls, FT-MPI was properly able to deal with any recoverable error.

7.2.3 FT-MPI Implementation issues

There are some other issues with the current FT-MPI.

Collective recovery modes are currently not implemented, and we have seen broadcasts produce unpredictable results when using FTMPI message mode CONT. Hence, we will not be using this mode in the port. Also, it gives us a good reason to reduce the amount of broadcasts in the software.

As we mentioned earlier, another unsupported feature of FT-MPI is synchronized communication. This will force us to use some unorthodox “trickery” in our upcoming designs, as it will turn out that we have a need for it (lucky for us, it will turn also out that we only need one-sided synchronization – i.e., only one side has to make sure that an MPI operation with the other has properly finished; otherwise, the problem would not be solvable).

Another shortcoming is the lack of support for C++ exceptions as specified in the MPI1.1 C++ language binding. This means that we will have to retain the C bindings for MPI, despite working in a C++ environment. Some lack of forethought in a similar vein can be seen in the FT-MPI C++ binding for MPI_Init. While the C binding has an int return value, the C++ binding (according to the MPI standard) does not have a return value, instead using an exception to signal error. However, in FT-MPI, the return value of MPI_Init doubles up as a means to signal a starting process whether it has been newly started, or has rather been restarted as a result of a recovery procedure. This functionality is not accessible under the C++ binding without change to the MPI standard definition (e.g. by adding another exception type to signal a restart).

RECOVERY_MODE_AUTO has currently not been implemented yet either - we will have to use MODE_MANUAL, which implies a copy (by means of MPI_Comm_Dup) of the communicator MPI_COMM_WORLD, which synchronizes all processes in the VM. Otherwise, recovery should be identical.
With the practical issues behind us, we can have a look at the other points that require consideration. Specifically, we will have to make changes to the basic structure of the software to accommodate for fault-tolerance. Given the FT-MPI approach, it is now possible for MPI functions to return a value - `MPI_ERR_OTHER` – which indicates a recoverable error.

### 7.3.1 Recovery issues among multiple processes

This stands contrary to the previous – non fault-tolerant – situation, where a job either a) proceeds successfully, or b) terminates completely on error. Program-flow in regular MPI programs, thus, ends up being relatively linear. The extra return state implies that things will not be as simply when using FT-MPI. Specifically, we will now have to add a mechanism for the different processes within the job, to coordinate among each other after an error in the VM has been discovered, and collaboratively return to a consistent state before resuming calculation.

The complete set of processes might actually be able to assume multiple potentially consistent states after recovery. Some will be more efficient (i.e. lose less data, but harder to create new consistent inter-process state) others will be easier to accomplish (i.e. less work during recovery, simpler coordination mechanisms, but less efficient) than others. The approach taken will influence important attributes of a program like performance, maintainability, as well as the ability to use certain capabilities of FT-MPI.

For example, recovery modes like `FTMPI_COMM_MODE_SHRINK` or like `FTMPI_COMM_MODE_BLANK` allow for a lot of flexibility, but add complexity as – during recovery – processes might change rank or become unreachable, thereby completely changing the overall global state of the VM. Under such a scenario, certain processes might have to “migrate” their functionality to another slot (i.e. a master process is needed by many parallel programs to function), while `FTMPI_COMM_MODE_REBUILD` does not require such complexity.

State-retaining as it may be, it might not always be desirable to re-spawn each unrecoverable process as, for example, this might result in a large number of re-spawned processes running on the same host due to lack of idle (redundant) machines in the VM, leading to detrimental CPU competition and unwanted synchronization between multiple processes.

All of these issues will have to be take into account when redesigning our software, and will influence its structure at a very basic level. Moreover, all of this implies, for any FT-MPI based software, that easy switching between different sets of choices for FT-MPI modes might not be easy, or even possible at all.

### 7.3.2 Recovery issues within a single process

Another issue to be taken into account, is that recovery might lead to a situation in which some processes have to recalculate data that was lost due to a crash further
upstream in the process-work-flow. Such a situation will force the process to “roll back” to a previous state, and restart calculation from that point. Sometimes, it might even be necessary to “roll forward” a process – in particular, this will happen to many re-spawned processes.

Which brings us to the topic of state-retaining and stateless processes: in many designs, some processes will be more important than others, in that they retain less state than others (or none at all), while others will contain a lot. In the case of the average master-slave application, we even have the extreme situation, wherein a single process holds all of the calculation state, while all of the others hold none.

Recovering / “roll forwarding” a state-poor process is generally easy and comes with relatively small losses in efficiency, while recovering a state-rich process will almost always require one or more processes to roll-back. Thus, distributing state over many processes will heighten the chance of state-loss happening (and require more rollbacks) - but, as less state is retained per process, it also makes for smaller rollbacks, improving efficiency during recovery. Again, these issues lead to choices that will have a profound influence on the structure of any fault-tolerant MPI software.

7.3.3 State-based, state-aware programming

One word has been seeing a lot of use in the previous paragraphs: state. More precisely, we discussed three kinds of state.

Different kinds of state

First, state among processes or inter-process state, requiring cooperation and coordination among processes during recovery – i.e., how do we bring all processes back into a mutually consistent state.

Second, state within a process or intra-process state, which needs to be managed w.r.t. roll-back/forward operations during recovery, as well as during general process flow.

And third, result state which changes as a result of process failures, and depends on the state-retaining aspects of the failed processes in question.

This situation will naturally lead to a prolific presence of concrete, visible state information in any FT-MPI based software. Practically speaking, it means that our design approach has been to re-factor the software to become state-based and state-aware: where state used to be part of the software only on an implicit level, the software will now be visibly and concretely divided into multiple states, one naturally flowing into the other during normal operation. Each process now keeps a concrete track of its state evolution.

Keeping track of state

Inter-process state coordination after recovery is managed by an application-specific RECOVERY state. All process synchronize at the start of this process (using the aforementioned MPI_Dup operation on MPI_COMM_WORLD as MODE_AUTO has not currently been added to the FT-MPI reference implementation). According to need, all processes evolve through a sequence of recovery sub-states until all processes agree on a baseline to resume calculation.
Intra-process state is kept as a concrete state-counter, which is checked at each state-change, either between “regular” states or regular/recovery states and vice-versa. Each process is given specific and concrete logic on how to flow from one state into the other, be they regular or recovery states.

In this manner, each process regulates its own roll-back/forward according to the outcome of inter-process coordination during the synchronized recovery state. Thus, roll-back/forward is basically reduced to changing a counter – the built-in state handling logic will handle the rest of the process.

Result state is managed through lists that keeps check of the tasks that have been calculated and exchanged between master and recombinators.

Each state tends to be delineated by an MPI communication operation, which can either result in success (MPI_SUCCESS – proceed as normal), recoverable error (MPI_ERR_OTHER – proceed to state RECOVERING in order to synchronize all processes in the VM) or unrecoverable error (proceed to state ABORTING to take necessary actions to abort the VM). In order to make program flow easier to follow, some purely logical states have been added as well.

In other words, we can look at the whole system as if it were a state machine, with the results of MPI calls as input, and the current state (and the result files that come with it) as output. The results list is then, in its turn, used as input for the recovery process when needed.

Adding state to the software
Adding FT-MPI support to our software takes the following changes related to state management: [intra-process state] 1) delineate states within the work-flow of each process type (master, calculator, recombinator), 2) add state counter to keep track of the current state, 3) add code, defining logic to control state transitions for each process type, [inter-process state] 4) add a recovery state to each process type that, at least, performs the required MPI_Comm_Dup action for synchronizing the recovering processes, 5) define a recovery work flow in terms of state transitions, dependent upon the chosen level of complexity/efficiency for the recovery process, and integrate the new states within the transition logic 6) add the necessary logic to the recovery process to deal with roll-forward/back situations.

In terms of result state, we are faced with a different situation for each distinct type of process.

The master process is surprisingly state-light. During most of its operation, the only state it keeps is the lists of tasks that still need to be computed. As as each of the recombinators also knows which tasks it still needs, this data is covered through redundancy and can be reconstructed on an eventual crash.

The calculator processes retain no state, except for the result of the latest calculation in case that it hasn’t been relayed to a recombinator yet. In case of a calculator crash, the data originally on it will need to be recalculated, but the damage will be limited to only that result.

The recombinators are the major state retaining processes in the work-flow. They accumulate the results of all the calculators, and without any kind of custom “self-checkpointing” (i.e. periodically writing the current state of the result matrix to
persistent storage), all calculations for that recombinator will have to be redone after a crash. This will impact the state of the master during recovery - and of course, the duration of the calculation.

7.3.4 Practical choices regarding FT-MPI

When faced with the choices between the different FT-MPI modes, we were forced to make some decisions that would uniquely shape the rest of the re-factoring process.

Recovery mode

The most influential choice that we have to make is definitely that between the different FT-MPI modes.

Choosing the recovery mode is easy: MODE_IGNORE falls back to regular MPI behavior (not fault-tolerant), and is hence useless for our purpose. Mode AUTO would be our mode of choice, but is currently not supported by the reference implementation. The remaining option is RECOVERY_MODE_MANUAL, and only requires one extra operation before recovery proper can start - this is the recovery mode we will be working with.

Communicator mode

Choosing the right communicator mode requires greater consideration.

Discussing the merits of communicator mode BLANK, we came to the conclusion that it provides almost no advantages in our situation. We would have to add logic to the software to deal with non-active processes in case of a calculator. Worse: we would have to provide the necessary means to “migrate” process logic to a new communicator ID in case of failure of the master, or recombinators.

Mode SHRINK will have the same problem with regards to the need to migrate process logic to new communicator IDs. Communicator mode REBUILD, then, seems the logical choice.

It does have one major disadvantage though: sticking to the principle of MPI being hardware-agnostic, the FT-MPI spec does not provide any means for controlling on which processor a process gets to be re-spawned after recovery. It could attempt to restart the process on the same processor/host: this would be preferable, but is obviously not always possible (e.g. when the host has crashed and fails to come up again, or when the network link to the host has suffered a permanent failure). It could also pick a new processor out of a list (e.g. in a round-robin fashion). This is not much of a problem if we have redundant resources available; however, in any case, we are likely to maximally apply any resource we have at any time.

The result will be that, after a number of failures, the system will evolve into a state wherein multiple processes will be sharing the same computational resources. Naturally, this could be detrimental to operational efficiency.

Combining the master with any other process will not be much of a problem, as it does not consume many resources (except when wrapping up during the end phase, but at that moment, all other processes will be idle).

When combining a calculator with multiple recombinators, or multiple calculators, on a single computational resource however, performance will inevitably be negatively affected.
7.3. SOFTWARE DEVELOPMENT WITH FT-MPI

Introducing a shared filesystem
There are a few other things to consider when using COMM_MODE_REBUILD: foremost, it would mean that we would have to use a shared filesystem for the nodes. Specifically, we would have to make sure that result files are all eventually written to the same location, no matter how many times the master gets “migrated” after a failure.

This does not have to be detrimental. In fact using something like a (fast) network-shared raid type 1, 5 or 6 based solution would allow us to add fault-tolerance to the storage medium. It would also allow us to simplify the design of our software: each process would be able to read its configuration for itself, instead of having to rely on the master to do so and spread it through multiple MPI broadcasts. The whole work-flow would become simpler, more streamlined, more reliable and – given the right storage technique – probably even faster.

Furthermore, using a shared storage medium would allow us to have the result files written directly by the recombinators. This would eliminate another send/receive per recombinator, simplifying the software structure even further.

After some arguing back and forward, we came to the following conclusion. For the purpose of our work, we can make the following compromise: given the fact that we are using computational nodes with hyper-treading enabled, we can run our nodes with one process each instead of two (as we did during our previous test runs), and use the resulting (small) redundancy as a means to compensate for any situation in which multiple processes will run on a single node. In exchange for this, we can make our software simpler, easier to test, deploy and maintain as described above.

Given that, under regular circumstances, we would still expect failures to be exceptional situations, this compromise should produce more than acceptable results.

Message mode
As the collective modes have not been implemented yet, our next and last choice is between message mode CONT and RESET.

The advantage of using message mode CONT is, of course, that data in transit when a problem is detected will arrive as originally planned. In other words, if a calculator has produced a result and subsequently crashes, bringing the VM into the ERROR_DETECTED state, the calculated result will not be lost.

There is a complication however: the FT-MPI spec raises an important warning flag about using MODE_CONT in combination with non-deterministic communication patterns when using wildcards like MPI_ANY_SOURCE. Specifically, it illustrates how this combination might lead to deadlock (FT-MPI spec, p. 17-18). The spec is quite clear on the issue: “the usage of MPI_ANY_SOURCE should be avoided wherever possible when using mode FTMPI_MSG_MODE_CONT”.

The ANY_SOURCE wildcard is used for proper streamlining of the master’s work-flow though. It is not immediately apparent how to work around this in an elegant and proper manner. One way could be to do cyclical polling of asynchronous receive operations in the master process, but this method is – to say the least – far “chunkier” than what we have with the current implementation.

There are other complications as well though: it turns out to be rather hard to
find out whether there are any messages on the fly during the recovery phase. As we use standard send mode wherever possible, we can never be certain that a given send operation has completed - even for a single process, multiple sends might be on the wire at any given time.

This makes recovery using message mode CONT a lot more difficult, as every process will be forced to keep track of all its sends, thereby adding extra state to the processes which is not desirable in the least. (Looking ahead, we will see that using standard mode sends leads to other complications as well later on, during the design process). On top of this, mode CONT will affect the time efficiency of the FT-MPI VM recovery process as well – there is no straightforward answer to the question of whether it will actually be more efficient to use mode CONT, or to resend from the process flow itself during job recovery.

Hence, after some further discussing, we came to the conclusion that – certainly in a first-stage implementation – it would be far more convenient to use MSG_MODE_RESET.

Again, we start out from the idea that failures are exceptional, and will not be occurring on a regular basis. Furthermore – once more looking forward to the design process later on – we will see that some form of (one-sided) synchronization at the calculators will be required anyhow. This will allow us to retain data at the calculator until we are certain that the appropriate recombinator has received it. Hence, we will not lose any data calculated by a stable calculator during a failure, even though it will have to be resent.

The same goes up for messages sent from recombinators to the master while wrapping up. Any other messages will be small, and hence easy to resend – their loss will not be too much of an overhead.

Errors return vs. error-handlers
Starting out from the concept of a state machine, we decided to handle the return value of each MPI call as input to drive state transitions.

Hence, when faced with the choice between using ERRORS_RETURN or registering an error handler function, we chose the former. This runs contrary to the examples distributed with the FT-MPI sources, but we felt that it worked better and resulted in a more comprehensible program layout: recovery states are just “regular” states, that are reached through “regular” state transitions within a single state machine.

Practical crash testing
One more thing that we have to take into account is that we still have to rigorously test each of our designs: not just under regular circumstances, but including actual failures. There are two possible ways to go about this.

One is to manually kill a process through the FT-MPI console, as one can do in PVM. This method is very appropriate to simulate random crashes, but it does not enable us to do focused testing on different parts of our software.

The other method is one we refer to as “time-bombing”. Basically, it involves performing a detectable error (e.g. writing to a null-pointer) at a particular chosen time within a specifically chosen process / state / spot. The major advantage of this
method is that we can do precise testing of each state(-change) / MPI operation and for each phase in each process in the software.

We came to the conclusion that this would be more useful in a first phase than simulating uncontrollable random crashes. The only disadvantage being that simultaneous crashes will be harder to accomplish – however, we should be able to accommodate for this given an appropriate setup. Hence we chose time bombing as our primary reliability testing method.

7.4 Approach 1: maximum simplicity

Given the preceding set choices, we thoroughly discussed the diverse possibilities for a fault tolerant design. We ended up with two implementations, allowing us to demonstrate both the potential of FT-MPI, and the design techniques needed to work with it. Specifically, the chosen examples illustrate the way in which complexity rises as soon as you start programming less than trivial software using the application-controlled approach to fault-tolerance.

Our first implementation stresses simplicity in the design, and attempts to introduce fault-tolerance into the software with a minimum of recovery-specific code. The major advantage here is that the design remains transparent, and relatively easy to comprehend, modify and maintain. The major disadvantage is that the recovery procedure has not been extensively optimized, which will lead to data loss during recovery. Any lost data will need to be recalculated.

7.4.1 Design

The design attempts to minimize – even virtually eliminate – recovery code by drawing as many parallels as possible between either regular task resolution and the mechanics needed for recovery, re-organising the software to take maximal advantage of reusable functionality. The only two explicit exceptions we will have to make in this regard are a) specific code for handling re-spawned processes, and b) a virtually empty recovery state that we have to introduce to provide the necessary code for activating recovery under FT-MPI_RECOVERY_MODE_MANUAL.

In order to accomplish our design goal, we move the first step of the computation process – task marshaling, i.e. the creation of the tasks and the full task set – from the master to the recombinators. Since we are now using a shared filesystem, each recombinator can read all the necessary config files and create for itself the complete set of tasks for which it needs solutions.

Once each recombinator knows about the set of tasks for which it requires computation, it sends the set to the master process. From this point on, parallel computation proceeds as previously, until either the complete solution is successfully computed or a recoverable error occurs. On a recoverable error, each process transitions into a logical recovery state that kick-starts FT-MPI recovery and then falls back into the task marshaling sequence. There are two spots at which the task marshaling sequence requires some adaptation to allow for error-recovery.
At the master process, the task marshaling state has to take into account that a recombinator can send a NO_FURTHER_TASKS message instead of an actual task set. This message communicates that all required tasks for that particular recombinator were successfully computed before the error occurred. The recombinator is furthermore ignored, as – under normal circumstances – it has already written its results back to persistent storage and is simply waiting for the finalization sequence to start.

At the recombinators, as a part of the task marshaling sequence, we have to check the results that have already been calculated, and remove them from the task set before sending it again to the master.

In this manner, by “smuggling” a minimal bit of error recovery logic into the regular computational flow for the master and the recombinators, we keep down the number of different states (and state transitions) for each type of process. In fact, the calculator processes will not have any kind of recovery code whatsoever.

7.4.2 Disadvantages of the design
Design-wise, one disadvantage of this approach is that we have actually introduced “covert” recovery code into the regular program flow, thereby obscuring a strict division between regular code and recovery code. We are, however, convinced that this is worth the resulting greater simplicity and ability for code re-use.

A bigger problem in this case lies with result data that is either “in calculation” (i.e. result data on a calculator that hasn’t been forwarded to a recombinator yet) or “in transit” (i.e. in course of being sent to a recombinator). In calculation data will be lost because the calculators are not part of the task marshaling sequence. Hence, they cannot inform the master of the fact that they have result data – unknown to any of the recombinators – that does not require calculation. In order to make sure that we do not recombine the same result multiple times into the same result matrix, this result has to be dropped. In transit data is lost because of our previous decision to use FTMPI_MSG_MODE_RESET.

Neither of these problems can be dealt with under the current design. A recovery procedure that fully incorporates the calculators will be necessary to overcome them. This is what we will concentrate on in our next design. We will see, however, that this requires a separate recovery procedure that is far more complex than the one in this design – certainly if we have to take into account that the recovery procedure has to be fault-tolerant as well!

7.4.3 Remarks about states and transitions
The final step in describing our first design is a thorough illustration and state-by-state description of the program flow for each different type of process. Before we start out on the actual state diagrams and descriptions, some more remarks may be in order.

First, each type of process will now have two exit states. Exit can happen into the regular result state, meaning that we have been able to successfully complete the whole computation and exit successfully, or into the abort state, meaning that we have encountered an unrecoverable error and have not been
able to produce any usable results. This is merely a more explicit specification of
the situation as it was in the non fault-tolerant software as well.

Entry into the state-flow happens through an “init” state (at startup), but –
from then on – either proceeds to the next regular state or directly to the recovery
state. The latter is reached in case that it concerns a re-spawned process. In this
case, the code needs to execute the necessary actions to trigger recovery as per
RECOVERY_MODE_MANUAL.

Each process also has a new “pre-sync” and a “post-sync” state, as described in
sections 7.2.1 and 7.2.2.

Each major state change takes place along the boundaries created by an MPI
call. Each of these state changes can result in either a result state of success (the
next state in the logical program flow), “recovering” or “abort” – “abort” being an
end state, and “recovering” potentially leading back to one (or more) regular states.

A few, purely “logical” states exist as well, that do not influence the MPI-driven
state changes (and hence the recovery procedure), but that were entered into the
state diagrams to add further clarity to some situations.

### 7.4.4 Information about the state diagrams

The only task that remains now is to give some practical information w.r.t. the state
diagrams following in the next section.

Each of the diagrams consists of a number of numbered states, connected by
unidirectional arrows. Each number has an associated name in the accompanying
text. This accompanying text also mentions the MPI call at exit of the state. Thick-
lined circles signify “regular” states, thin-lined circles “purely logical” states, and
double circles indicate an “entry” states or one of the “exit” states. Squares represent
“composite” states, i.e. states that are themselves composed of multiple states and
transitions. For the sake of clarity, these are elaborated upon in further (“sub-”) state
diagrams, with their own block of accompanying text.

Each main diagram has four special states, directly indicated as such: 1) state
“1”, the initial state at job startup - note that this is also a purely logical state,
as no MPI call is performed at this stage that supports error detection or recovery
through FT-MPI, 2) state “R” or “recovering”, the state entered after encountering
an MPI_ERR_OTHER and finally, 3) state “A” or “abort” – the state we reach
when the VM encounters a non-recoverable error.

State transitions are represented by arrows. Within the context of FT-MPI, three kinds of transitions can occur: 1) a transition to the next regular state in
case of no error, 2) a transition to state “R” in case of a recoverable error or 3)
a transition to state “A” in case of a non-recoverable error. Since there are no
other transitions possible, we do not need to label the arrows in the diagrams - the
transition’s condition will be clear from its destination state.

Sub-diagrams show dotted lines from a dotted circle representing its referring
state, and another dotted line towards its destination state on exit.
7.4.5 State diagrams and descriptions

We start out with the state diagrams for the master process. In total, we will need a total of one main and 3 sub state diagrams to describe all the logic contained within the master.

*Main state diagram for the master process. Notice that the recovery state is not a composite one: recovery basically comes down to performing all the necessary actions to trigger recovery of the VM under mode MANUAL. Afterwards, we immediately transition back into the task marshaling state.*

Figure 7.1: Master – main state diagram

**Master – main state diagram 7.1:**

The master process is most easily described as a flow over multiple broad composite states, which will be described further in a number of sub state diagrams. Notice that it contains no F90 code anymore whatsoever. All code is C++ now, except the MPI calls which use the C API due to the FT-MPI shortcomings described above.

1. Initializing: entered at job startup. The process takes note of the number of recombinators and calculators. No further data is needed at this stage. (Specifically, note that – under our new design – we have no need to read any config files at the master end.) *No delineating MPI call that triggers state-changing output (logical state).*

2. Pre-synchronizing: will either lead to success or abortion. An error at this stage
will move us into a state wherein it cannot be guaranteed that all processes have synchronized for the purpose of proper recovery, as discussed in sections 7.2.1 and 7.2.2. Hence, no recovery is possible at this stage. *Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce.*

3. Marshalling: composite state. Task sets are received from all recombinators (or NO_FURTHER_TASKS messages in the case that one or more recombinators have all the results that they need). These tasks are marshaled into a single task bag, to be resolved in the coming states. We elaborate on this composite state in figure 7.2, and the accompanying description block.

4. Resolving task-bag: composite state. The master waits for task requests from the calculators. Tasks are sent until the bag of tasks is empty. We elaborate on this composite state in figure 7.3, and the accompanying description block.

5. Finalizing calculators: composite state. When the task bag is empty, the master sends finalization messages to all of the calculators. We elaborate on this composite state in figure 7.4, and the accompanying description block.

6. Post-synchronizing: put master on hold until all other processes have finished their business, before finalizing to prevent the problems described in sections 7.2.1 and 7.2.2. Like in the pre-synchronization stage, *full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce.*

7. Finalizing: the last "active state". Used for things like garbage collection, writing to log files etc. *No delineating MPI call that triggers state-changing output (logical state).*

---

**Figure 7.2: Master – marshaling**

**Master – marshaling sub state diagram 7.2:**

1. Marshalling: as long as the master hasn’t received either a task set or a NO_FURTHER_TASKS message from all recombinators, wait for incoming
messages from the recombinators. Change state to “waiting for tasks” to wait for unresolved recombinators, or “resolving task-bag” when all recombinators have checked in. A counter is maintained to track the number of recombinators that has checked in. The counter is initialized to 0 when we enter this state for the first time since either startup or the latest recovery procedure. No delineating MPI call that triggers state-changing output (logical state).

2. Waiting for nr. of tasks: the first message that the master expects from a recombinator is the number of tasks in the task bag that it is sending. If this number is 0, the master takes this as a NO_FURTHER_TASKS message and flows back into the “marshaling” state. Otherwise, the master proceeds to “waiting for tasks”. This is accomplished by posting an MPI_Receive for an MPI_Integer message from ANY_SOURCE in COMM_WORLD with the proper label. We take note of the sender of the message in order that we can properly complete the next state.

3. Waiting for task set: knowing the nr. of tasks to expect in the set for this particular recombinator, the master waits for the task set. This is accomplished by posting a MPI_Receive for an array of the proper amount of MPI_Integers from the proper recombinator. A proper label is used, though it is not strictly necessary due to the guarantees provided by MPI (specifically, that a series of messages from the same source to the same destination will be received in the same order that they were sent).

4. Adjusting task bag: add the received task set to the bag of tasks. No delineating MPI call that triggers state-changing output (logical state).

5. Adjust counter: advance the recombinator counter by 1 before falling back into the marshaling state. No delineating MPI call that triggers state-changing output (logical state).

Sub state-diagram for task bag resolution at the master process.

Figure 7.3: Master – resolving task-bag

Master – resolving task-bag sub state diagram 7.3:
1. Resolving: the actual calculation loop at work. As long as we still have tasks
in the bag, flows through to the waiting state. Otherwise, change state to finalizing calcs. *No delineating MPI call that triggers state-changing output (logical state).*

2. Waiting for calculator: wait for a calculator to message that it is ready to accept a new task. *This is accomplished by posting an MPI_Receive for an MPI_Integer message from ANY_SOURCE in COMM_WORLD with the proper label.* We take note of the sender of the message in order that we can properly complete the next state. The value sent through the message is a fixed number – whenever the actual value sent should differ from this, fall through to the abort state. On a successful receive of the notification, flow through to “sending task”.

3. Sending task: retrieve the next task from the task bag (stored as a list structure) and send it to the available calculator. *This is accomplished through an MPI_Send operation of an MPI_Integer on COMM_WORLD to the calculator that sent us the confirmation in the previous step.* The calculator, through the config files on the shared storage medium, has access to all the data that maps to the particular task number.

4. Decreasing task bag: remove the sent task from the task bag and flow back into the “Resolving” state. *No delineating MPI call that triggers state-changing output (logical state).*

---

*Sub state-diagram for calculator finalization at the master process.*

**Figure 7.4: Master – finalizing calculators**

**Master – finalizing calculators sub state diagram 7.4:**

1. Finalizing: as long as we still have active calculators, flow through into a waiting state. If all calculators have checked in, advance straight into post-synchronization. Calculators are tracked by a counter, which is initialized to 0 when entering this sub-state for the first time, or after a successful recovery procedure. *No delineating MPI call that triggers state-changing output (logical state).*

2. Waiting for calculator: as in the “resolving” state, wait for a calculator to send
notification of it’s availability. *Once more, this is resolved through posting an MPI_Receive for a message containing an MPI_Integer on COMM_WORLD, using MPI_ANY_SOURCE and taking note of the sending calculator. Again, if the notification contains an unexpected value, we immediately go into the abort state. under normal circumstances, we advance to “sending finalization”.*

3. Sending finalization: instead of a task, we send a finalization message in the form of a negative integer. On reception, the calculator should interpret this as a message to stop its regular calculation cycle and proceed to post-synchronization itself. *Resolved through a call of MPI_Send with an MPI_Integer message on MPI_COMM_WORLD to the proper calculator.*

4. Increase count: increase calculator count by one and flow back into the “Finalizing” state. *No delineating MPI call that triggers state-changing output (logical state).*

Thereby, we have finished describing the master process. As we can see, putting a very small amount of recovery code within the marshaling state leaves us with a rather elegant state-flow. We shall see that this convenience is maintained within the other process types as well. In fact, looking at our next subject, the calculator processes, we will notice that they do not contain any recovery logic at all.

**Calculator – main state diagram 7.5:**

The calculator processes are the most straightforward, design-wise. In fact, we only require a main state diagram to describe it, as it is simple enough to be represented without composite states.

1. Initializing: read config files from shared storage and store the necessary data to map task numbers (which will be received from the master) to a set of input data for the calculation functions. Afterwards, flow through to pre-synchronization. *No delineating MPI call that triggers state-changing output (logical state).*

2. Pre-synchronizing: as in the master process. *Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce. On success, flow through to the “notifying master” state.*

3. Notifying master: notify the master process that the calculator is ready to accept a task. Recovery flows back into this state, yet it doesn’t contain any recovery-specific code. For calculators, recovery simply consists of dumping all their current data and making themselves available again. *The state is concluded by an MPI_Send operation of an MPI_Integer (1) to the master process. On success, make the transition to the waiting state.*

4. Waiting for task: the calculator waits for a response to the previous message. This response can be an actual task nr., or a NO_FURTHER_TASKS message. *Transition on a post to MPI_Recv. On successful receipt, change to “calculating” if the message contains a task nr., or to “post-synchronizing” if it is NO_FURTHER_TASKS.*

5. Calculating: retrieve the necessary input for the calculation from the map structure using the task nr., and call the F90 calculation function. On return from the F90 function, flow through to the next state. *No delineating MPI call*
that triggers state-changing output (logical state).

6. Sending to recombinator: send the partial result matrix, generated by the calculation, to the appropriate recombinator (once more, information that we can retrieve from our memory map). Change state on MPI_Send of a pointer to the partial result matrix to the appropriate recombinator. Flow back into the “notifying...” state.

7. Post-synchronization: as in master process. Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce.

8. Finalizing: except for possible logging and profiling data that needs to be gathered/written, no specific finalization steps need to be taken.

The simplicity of the diagram is large due to the lack of specific recovery code in the calculator. The trade-off is a lack of persistence w.r.t. the data kept in the calculator, which is lost on any MPI error. Most of the action, as we will see, will be happening in the last type of process we describe: the recombinator.
Main state diagram for the recombinator processes. Notice the high number of different transitions going out of the “marshaling” composite state. It is probably the most complex of the states in the whole master-calculator-recombinator system, due to it’s built-in recovery code. Still, the diagram as a whole remains largely straightforward.

Figure 7.6: Recombinator – main state diagram

**Recombinator – main state diagram 7.6:**

The recombinator processes are some of the most crucial in this setup, simply because they are the only truly state-retaining processes within the whole calculation mechanism. Losing one of these means irrevocably losing a potentially major amount of calculated data. In such a case, this data will have to be recalculated.

1. Initializing: read the necessary data from shared storage and create the proper data structures to contain the accumulating partial result matrices. *No delineteating MPI call that triggers state-changing output (logical state).*
2. Pre-synchronization: as in the master process. *Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce. On success, flow*
through to the “notifying master” state.

3. Marshalling tasks: composite state. At startup, the recombinator determines which tasks it needs calculated, marshals them into a task set and sends it to the master process. This state also contains error recovery logic for determining the progress of the calculations after an error. We elaborate on this composite state in figure 7.7, and the accompanying description block.

4. Processing results: composite state. Task results are received from all calculators. These results are recombined into a result matrix, eventually to be written to file in one of the coming states. We elaborate on this composite state in figure 7.8, and the accompanying description block.

5. Writing UNF: write the completed result matrix to disk as an F90 unformatted file. After this point, the recombinator ceases to be state-retaining and will, hence, no longer suffer from a risk of data loss. *No delinating MPI call that triggers state-changing output (logical state).*

6. Post-synchronization: as in master process. *Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce.*

7. Finalize: as in the other processes.

---

**Recombinator – marshaling tasks sub state diagram 7.7:**

1. Marshalling tasks: the recombinator checks the number of tasks left to be calculated (initialized in the main state and potentially influenced by previous calculations before a recovery) – the set of uncalculated tasks that are left needs to be transferred. *No delinating MPI call that triggers state-changing output (logical state).*

2. Sending nr. of tasks: send the nr. of tasks in the task set to the master. If
there are no tasks left, send a NO_FURTHER_TASKS message. Delineated by an MPI_Send of an MPI_Integer to the master. Check the nr. of tasks. If it is greater than zero, proceed to “sending tasks”. If not, proceed directly to “post synchronization” in the main state diagram virtual state “5”). (Incidentally, the latter case can only occur if we have arrived back at this state – through recovery – from the post-synchronizing state, after writing the UNF file. This branch in the task marshaling process flow serves as integrated recovery code to simplify both the recovery process and the overall state diagram.)

3. Sending tasks: send the task set as an array of MPI_Integers. Ends in an MPI_Send of #task_set MPI_Integers to the master. Proceed to the “processing” composite state 7.8 (virtual state 4).

Sub-state diagram for processing results at the recombinator.

Figure 7.8: Recombinator - processing results

Recombinator – processing results sub state diagram 7.8:
1. Processing results: keep note of the set of results left to be received. As long the set is not empty, proceed to wait for a result. As soon as it is empty, transition to writing the UNF file. No delineating MPI call that triggers state-changing output (logical state).

2. Waiting for result: wait for a result from a calculator. The recombinator posts an MPI_Receive for a partial result matrix from ANY_SOURCE, with ANY_TAG. On receipt, take note of the tag value: it is used to piggy-back the task nr. onto the result message.

3. Recombining: recombine the partial result matrix into the total result. No delineating MPI call that triggers state-changing output (logical state).

4. Decrease task-bag: remove the task nr. received from the set of tasks to be calculated, and flow back into processing results. No delineating MPI call that triggers state-changing output (logical state).

Performance
After running the corresponding code through a set of performance tests similar to those we used to evaluate the non fault-tolerant versions of the code (figures 7.10 and 7.9), we came to the conclusion that the measures we took to introduce fault-
7.4. APPROACH 1: MAXIMUM SIMPLICITY

Another calculation for $K = 6, L = 2$, this time with the first fault-tolerant iteration of the code. Notice that fault-tolerance has not negatively influenced workload processing at higher values of $L$.

Figure 7.9: Profiling the first fault-tolerant version of the program for $L = 2$

tolerance did not introduce any significant overhead beyond what we could measure for the non fault tolerant versions. Thus, the FT-MPI reference implementation proves to be robust performance-wise, and the addition of fault-tolerance turns out not to impose any significant extra effort under normal (fault-free) operation.

7.4.6 Crash tests

In order to empirically test the fault-tolerance of the whole system, we put the whole program through a series of crash-tests using the above-mentioned 7.3.4.6 time-bombing approach. Each state in each process type within the software was “rigged” with a time-bomb, and each of the time-bombs was set off in multiple series subsequent tests to test robustness. Over a large number of tests, the software proved able to survive all bombing attempts. Hence, we feel confident in the ability of our design to survive process crashes.

The influence of lost data in the recombinators, however, has shown to be potentially huge. During one test, we had the master send a whole “round” of tasks,
From this plot, it is clear that adding fault-tolerance to the software has not influenced its performance.

Figure 7.10: Performance for the first fault-tolerant version of the program.

and then immediately crash. This lead to all the calculators first computing a result, only to be notified of the failure by FT-MPI when trying to pass the result on to the recombinators. Following, the results were dropped and all of the work had to be performed a second time. Depending upon the amount of time needed by individual tasks, this might lead to major time loss.

7.4.7 Summary of approach 1

We have shown that, given some redesign, it is possible to make our software fault-tolerant towards process crashes during all phases of the computation process. More importantly, we have also shown that, for meaningful computational loads, this does not lead to measurable performance loss under a fault-less scenario. Moreover, even for a scenario that goes beyond the basic complexity of the elementary master-slave design, we have shown that it is possible to introduce application-controlled fault tolerance.

However, through our attempt to keep complexity as low as possible, we have introduced some major inefficiency in the recovery process, as calculator processes are currently not being involved in the recovery process. Under the current design, any results awaiting delivery on the calculators are lost during the recovery process.

Moreover, FT-MPI cannot interrupt a calculator: it can only notify the calculators when they contact the MPI layer, i.e. when waiting for a task or sending a result. As FT-MPI can only recover the VM on synchronization between all processes, re-


7.5. APPROACH 2: MORE EFFICIENT, MORE COMPLEX

In order to minimize the amount of work that is “lost” due to the recovery procedures, we will change and expand the previous design to accommodate for a more intelligent recovery procedure, that is able to retain all computed results after a failure. This change in approach will be most visible within the recovery procedures of each type of process: we will see that the recovery state now becomes a composite state for each process type. Moreover, one process type – the calculator – will even have two different recovery procedures, depending on the state of the process at the moment of failure.

We will first give a broad overview of the design with its advantages, disadvantages and general remarks. Afterwards, as above, we will provide full illustrations and accompanying descriptions of the states and state flow for each type of process.

7.5.1 Design

One of the first things we changed about the previous design was to turn the task marshaling system back to the original approach, with the master creating the full to-do list of tasks to be computed at startup. Both the calculators and the recombinators determine at startup which results need to be provided to which recombinator. Recovery-specific logic is completely moved out of the regular states. Regular computation then proceeds pretty much as usual.

After failure, a two-step recovery process is used to re-synchronize all processes: first, all calculators notify the master whether they have result data available that possibly hasn’t yet made it to a recombinator. The master scraps all available results from its to-do list. A similar procedure is then followed w.r.t. the recombinators. Each recombinator checks in with the results already in its possession, each of which is scrapped from the to-do list.

From that moment on, the system comes out of recovery. The master starts waiting again for “ready” messages from calculators. Calculators that possessed a result try to send it to the appropriate recombinator again. Calculators without a waiting result send a ready message to the master, requesting a new task. Recombinators start listening for results again. If it receives a result that has already been calculated, it is dropped. Otherwise, it proceeds as normal.

It is possible that a result gets sent twice. Whenever it has finished a calculation, the calculator sends the result to the proper recombinator and waits for the latter
to send a confirmation of receipt. Whenever a failure leads to the loss of such an on-the-wire confirmation message, the calculator cannot know whether it should send the result again or not without conferring with the recombinator.

This would require first conferring between the recombinators and the calculators or the master. Apart from making the design quite a bit more complex, it would also drive up the number of round-trips, prolonging the recovery procedure. The current approach allows for the quickest possible return to the regular computing state, at the cost of a single potential spurious send per calculator with a waiting result – a risk we consider worth taking.

Moreover, this design could easily be adapted to eliminate the spurious sends, by using a synchronized send for the result. This would offer an atomical approach for the calculator to confirm receipt of the result. As synchronized communication modes haven’t been implemented however, this is not possible using the current FT-MPI reference implementation. Thus, the current design is the closest possible to the ideal scenario.

7.5.2 Consequences of a composite recovery state

There is one more thing that needs to be taken into account: the possibility of an MPI failure during the composite recovery procedure. Again, we start out from the idea that – under normal circumstance – failures should be an exceptional occurrence. Given this, the clearest and easiest solution to the problem is to restart the whole recovery procedure. Basically, we flow into a RECOVER_ERROR state which flow straight back into the RECOVERING composite state, restarting the whole recovery process.

In the case that a recovery procedure actually gets to be interrupted by another failure, this will result in a number of spurious sends, as calculators and recombinators will send data to the master that it already received during the interrupted recovery procedure (except, of course, if it was the master itself that failed). However, only limited sets of MPI_Integers (task nrs.) are transferred during this phase (no calculation results), so the loss of efficiency will be limited.

Moreover, it keeps the composite recovery state relatively simple. Otherwise, we would have to write a new customized “meta”-recovery procedure for the recovery code itself. And we would probably have to write further recovery code for that one as well, etc... until we manage to end up with a single-state recovery flow as in our first example. Again, given that failures are supposed to be sparse, the latter proposal would not produce an efficient design. Indeed, given regular circumstances, a fast and large-scale occurrence of multiple successive failures would probably point towards some kind of pathological failure, that will eventually bring down the whole system anyhow.

In any case, by repeating the recovery procedure from scratch, we can still recover from any failure, whether it happens within or outside of the recovery sequence.

7.5.3 Disadvantages of the design

The most apparent disadvantage of this second design is the greater complexity within the recovery procedure, as recovery becomes a two-stage, composite state
operation. Apart from the extra complexity in itself, this also leads to the issues described above. As well, recovery will generally be taking more time, as each calculator is now being involved in the procedure. While the number of recombinators can be relatively low, the number of calculators can theoretically be as high as the number of tasks.

Given the gain in terms of recovered results – which will be most felt when calculations get longer with higher values for $K$, the loss in recovery speed and the higher overall complexity should be very much worth the effort however.

7.5.4 State diagrams and descriptions

Figure 7.11: Master – main state diagram

Master – main state diagram 7.11:
1. Initializing: we arrive in this state either at startup, or after a restart. In both cases, all of the config files are read from storage, and the data is used to populate a task-bag with the full set of tasks. In case of a fresh start, proceed to PRE-SYNCHRONIZING. In case of a restart, go on to RECOVERING. No
delineating MPI call that triggers state-changing output (logical state).

2. Pre-synchronizing: Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce. On success, flow through to the “notifying master” state. On success, proceed to RESOLVING_TASKBAG. On failure, ABORT.

3. Resolving task-bag: composite state. Send tasks to available calculators until the task-bag has been emptied. We elaborate on this composite state in figure 7.12, and the accompanying description block.

4. Finalizing calcs: composite state. When a calculator requests a new task, notify it that it can quit as all tasks have been sent. We elaborate on this composite state in figure 7.13, and the accompanying description block.

5. Post-synchronizing: Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce.

6. Finalizing: write out the general process data file (contains start time, end time etc.) and quit.

7. Recovering: handle errors by gathering task data from all calculators and re-combinators to properly adjust the task-bag. We elaborate on this composite state in figure 7.14, and the accompanying description block.

8. Recovering error: an error occurred during recovery. Transition back to the beginning of the full recovery recovery sequence. No delineating MPI call that triggers state-changing output (logical state).

Sub-state diagram for the resolving state. Virtually nothing has changed from the first design.

Figure 7.12: Master – resolving task-bag

Master – resolving task-bag sub state diagram 7.12:
1. Resolving: the actual calculation loop at work. As long as we still have tasks in the bag, flows through to the waiting state. Otherwise, change state to finalizing calcs (virtual state “5”). No delineating MPI call that triggers state-changing output (logical state).
2. Waiting for calculator: wait for a calculator to message that it is ready to accept a new task. This is accomplished by posting an MPI_Receive for an MPI_Integer message from ANY_SOURCE in COMM_WORLD with the proper label. We take note of the sender of the message in order that we can properly complete the next state. The value sent through the message is a fixed number – whenever the actual value sent should differ from this, fall through to the abort state. On a successful receive of the notification, flow through to “sending task”.

3. Sending task: retrieve the next task from the task bag (stored as a list structure) and send it to the available calculator. This is accomplished through an MPI_Send operation of an MPI_Integer on COMM_WORLD to the calculator that sent us the confirmation in the previous step. The calculator, through the config files on the shared storage medium, has access to all the data that maps to the particular task number.

4. Decreasing task bag: remove the sent task from the task bag and flow back into the “Resolving” state. No delineating MPI call that triggers state-changing output (logical state).

Sub-state diagram for calculator finalization. Again, virtually nothing has changed from the first design.

Figure 7.13: Master – finalizing calculators

Master – finalizing calculators sub state diagram 7.13:
1. Finalizing: as long as we still have active calculators, flow through into a waiting state. If all calculators have checked in, advance straight into post-synchronization (virtual state 4). Calculators are tracked by a counter, which is initialized to 0 when entering this sub-state for the first time, or after a successful recovery procedure. No delineating MPI call that triggers state-changing output (logical state).

2. Waiting for calculator: as in the “resolving” state, wait for a calculator to send notification of its availability. Once more, this is resolved through posting an
MPI_Receive for a message containing an MPI_Integer on COMM_WORLD, using MPI_ANY_SOURCE and taking note of the sending calculator. Again, if the notification contains an unexpected value, we immediately go into the abort state. Under normal circumstances, we advance to “sending finalization”.

3. Sending finalization: instead of a task, we send a finalization message in the form of a negative integer. On reception, the calculator should interpret this as a message to stop its regular calculation cycle and proceed to post-synchronization itself. Resolved through a call of MPI_Send with an MPI_Integer message on MPI_COMM_WORLD to the proper calculator.

4. Increase count: increase calculator count by one and flow back into the “Finalizing” state. No delineating MPI call that triggers state-changing output (logical state).

Sub-state diagram for the recovery state. It is clear to see the two-stage inquiry process, each one having its own sub-state diagram.

Figure 7.14: Master – recovering

**Master – recovering sub state diagram 7.14:**

1. Refilling task-bag: re-create the complete task-bag (from a copy taken during the initialization state). No delineating MPI call that triggers state-changing output (logical state).

2. Inquiring calculators: wait for calculators to send in whether they have task results available (max. one per calculator). For each calculator, remove its results (if available) from the task-bag. We elaborate on this composite state in figure 7.15, and the accompanying description block.

3. Inquiring recombinators: wait for recombinators to send in the results that they have available (potentially multiple per recombinator). For each recombinator, remove all recombined tasks from the task-bag. Transitions into Resolving Task-bag in the main state diagram when there are further tasks to be computed (virtual state “4”), or into Finalizing Calculators when it turns out that we are done (virtual state “5”). We elaborate on this composite state in figure
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7.16, and the accompanying description block.

Figure 7.15: Master - recovering / inquiring calculators

Master – recovering / inquiring calculators sub state diagram 7.15:
1. Recovering / inquiring calculators: as long as we haven’t received confirmation from all calculators, wait for one. If all calculators have called in, transition into “Recovering / inquiring recombs” (virtual state “6”). The nr. of calculators that has sent some form of confirmation is tracked by a counter. *No delineating MPI call that triggers state-changing output (logical state).*
2. Recovering / waiting for calculator: wait for confirmation from a calculator. Resolved by posting an MPI_Receive for an MPI_Integer, which will either be -1, or a positive integer, corresponding to a task nr. In case of NO_TASK (-1), transition into “Recovering / advancing calcound”. Otherwise, proceed to “Recovering / adjusting taskbag (calculator)”.
3. Recovering / adjusting taskbag (calculator): remove the task nr., received at conclusion of the previous step, from the task bag. *No delineating MPI call that triggers state-changing output (logical state).* *No delineating MPI call that triggers state-changing output (logical state).*
4. Recovering / advancing calcound: increment the count of calculators, and return to “Recovering / inquiring calculators”. *No delineating MPI call that triggers state-changing output (logical state).*

Master – recovering / inquiring recombinators sub state diagram 7.16:
1. Recovering / inquiring recombinators: as long as we haven’t received confirmation from all recombinators, wait for one. Keep track of recombinators using a counter. As soon as all recombinators have sent in some kind of notification, advance to “Resolving taskbag” (virtual state nr. “6” in the state diagram) if there are any tasks left to be computed – otherwise, proceed to “Finalizing calcs” (virtual state “7”). *No delineating MPI call that triggers state-changing output (logical state).*
2. Recovering / waiting for NrTasks: wait for a recombinator to call in with the number of results it has already received. Resolved by posting an MPI_Receive for an MPI_Integer. If this number is 0, transition directly into “Recovering / increasing RecombCount”. Otherwise, proceed to “Recovering / waiting for tasks”.

3. Recovering / waiting for tasks: wait for the recombinator from the previous step to send in an array with tasks that it has already recombined. Resolved by posting an MPI_Receive for NrTasks MPI_Integers, each one corresponding to a task nr. Proceed to “Recovering / adjusting taskbag on successful receipt.”

4. Recovering / adjusting taskbag: remove each of the tasks in the task set – re-received in the previous step – from the task bag. Then proceed to “Recovering / increasing RecombCount”. No delineating MPI call that triggers state-changing output (logical state).

5. Recovering / increasing RecombCount: increase the counter for recombinator tracking by one, and return into “Recovering / inquiring recombs”. No delineating MPI call that triggers state-changing output (logical state).

This last sub state diagram concludes the state flow description of the master process. From the state diagrams, it can be seen that the main state flow has become a little more straightforward than in our first design, while all recovery logic has been removed from it. This comes at the price of a complex recovery procedure – that has already been kept down to a minimum of complexity by simply restarting the recovery procedure at the occurrence of a failure during the recovery procedure itself. Still, the state-flow remains comprehensible, and no tasks should ever be sent to a calculator twice, as long as the calculator in question has not actually failed.

**Calculator – main state diagram 7.17:**

1. Initializing: as in the previous version – read init files and proceed to presynchronization. No delineating MPI call that triggers state-changing output

---

Sub-state diagram for the recombinator inquiry stage during recovery.

Figure 7.16: Master – recovering / inquiring recombinators
Main state diagram for the calculator process. Notice the added complexity vs. the previous version, as we now have two separate recovery states, both of which are – thankfully – non-composite.

Figure 7.17: Calculator – main state diagram

2. Pre-synchronizing: Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce. On success, flow through to the “notifying master” state. On success, proceed to RESOLVING_TASKBAG. On failure, ABORT.

3. Notifying master: notify the master that the calculator is ready to perform a calculation. Resolved through an MPI_Send of an MPI_Integer to the master process.

4. Waiting for master: wait until receipt of a task from the master. Resolved by posting an MPI_Receive for an MPI_Integer – the task nr to be calculated. If a task is received, proceed to “calculating”. If however, NO_FURTHER_TASKS (-1) is received, transition into “post-synchronizing”.

5. Calculating: calculate the partial result matrix for the given task nr. No delineating MPI call that triggers state-changing output (logical state).

6. Sending to recombinator: send the partial result matrix to the correct recombinator. Resolved through an MPI_Send of an MPI_DOUBLE_PRECISION
array.

7. Waiting for recombinator: as we described in a previous section, we would have used an MPI_Ssend in the previous section had it been supported. Due to the lack thereof in FT-MPI, we have to wait for confirmation of receipt from the recombinator. Resolved by posting an MPI_Receive for an MPI_Integer.

8. Post-synchronizing: Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce. On success, flow through to the “notifying master” state. On success, proceed to “finalizing”.


10. Recovering regular: the recovery state that is entered in a situation where no (unconfirmed) calculation result is available on the calculator. Just send a NO_TASK (-1) message to the master. Resolved by an MPI_Send of an MPI_Integer to the master process. On success, return to “notifying master”. On failure, go to “recovery / recovering regular”.


12. Recovering result: enter this state on failure from any state wherein we have an (unconfirmed) result. Resolved by doing an MPI_Send of an MPI_Integer, containing the task nr. corresponding to the available result, to the master. On success, transition back into “sending to recombinator”. On failure, proceed to “recovery / recovering result”.

13. Recovery / recovering result: we end up in this state due to a failure during recovery with a result. Resume the recovery procedure with result. No delineating MPI call that triggers state-changing output (logical state).

This is all of the calculator state flow. It is one of the biggest state flow diagrams, but it is also the only one that doesn’t have any compound states. The split in recovery states shows clearly how complexity rises when we have to do MPI operations during the recovery procedure (as this might lead to new failures). In this case, luckily, there is only one MPI operation – a send. Redoing this is the most efficient “recovery of recovery” possible. Hence, for the calculator, recovery will actually be optimal.

**Recombinator: main state diagram 7.18:**

1. Initializing: read in the necessary config files and proceed to “synchronizing”. No delineating MPI call that triggers state-changing output (logical state).

2. Pre-synchronizing: Full N-to-N synchronization is accomplished through a collective call to MPI_All_Reduce. On success, proceed to “processing results”. On failure, ABORT.

3. Processing results: composite state. Receive results from calculators and recombine. We elaborate on this composite state in figure 7.19 and the accompanying description.

4. Writing UNF file: when done recombining, write the finished result matrix to an unformatted file (Fortran). No delineating MPI call that triggers state-changing output (logical state).

5. Post-synchronizing: Full N-to-N synchronization is accomplished through a col-
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Main state diagram for the recombinator process. The recombinator also has a composite recovery state, comparable to the master.

![Main state diagram for the recombinator process. The recombinator also has a composite recovery state, comparable to the master.](image)

Figure 7.18: Recombinator – main state diagram

lective call to MPI_All_Reduce. On success, flow through to the “notifying master” state. On success, proceed to “finalizing”. On failure, ABORT.


7. Recovering: composite state. Recover from an MPI error at any state, delineated by an MPI call. We elaborate on this composite state in figure 7.20 and the accompanying description.

8. Recovery / error: this state is reached whenever FT-MPI signals a failure during the recovery process. Transition back into “recovering” to restart the recovery process. No delineating MPI call that triggers state-changing output (logical state).

Recombinator: processing results 7.19:

1. Processing results: as long as the result matrix remains incomplete, transition into “waiting for results” in order to receive further partial result matrices from the calculators. We keep track of the state of the full result matrix by keeping a list of tasks that have already been performed (which we will refer to as the “result-bag” - it will be used for other purposes than progression tracking as well, later in the state flow). If we have a complete result matrix, proceed to “writing UNF” (virtual state 7). No delineating MPI call that triggers state-changing output (logical state).

2. Waiting for result: wait until a calculator sends in a result. On receipt, proceed to “notifying calculator”. Resolved through a call to MPI_Receive for an array of MPI_DOUBLE_PRECISION, listening for MPI_ANY_SOURCE. On receipt, identify and remember the originating calculator for use in the next step. Also, retrieve the task nr. from the tag value.

3. Notify calculator: notify the calculator that the result has been successfully received, and that it can proceed with further calculations. Resolved through a call to MPI_Send of an MPI_Integer (value=1) to the originating calculator.
4. Checking tasknr.: check whether the tasknr. hasn’t been recombined yet. Whenever we receive a partial result matrix that has already been incorporated into the final result, drop it. We elaborate on the need for this action after the full description of the state flow. *No delineating MPI call that triggers state-changing output (logical state).*

5. Recombining: recombine the received partial result matrix into the full result matrix. *No delineating MPI call that triggers state-changing output (logical state).*

6. Increasing resultbag: Afterwards, add the task nr. to the “done” list for use during later steps.

The functionality described under the entry for state nr. 4 (“checking tasknr.”) is required because, under specific circumstances, the same result might be received twice in a row from the same calculator. Specifically, this situation might occur soon after recovery. Due to FT-MPI’s eager send behavior, it is possible for a) a notify to a calculator to return successfully, while b) the message might actually be lost before it arrives at its destination, because of a failure. Hence, the recombinator can never be certain that any calculator has received its notification. This might lead to a calculator resending (but never recomputing) an already recombined partial result matrix.

**Recombinator – recovering 7.20:**

1. Recovery / sending nr. results: the recombinator starts its recovery procedure by notifying the master of the nr. of partial result matrices that it already recombined into the full result. *Resolved by an MPI_Send of an MPI_Integer to the master process. As long as the nr. of results is smaller than the amount required for a complete full result matrix, proceed to “recovery / sending results”. Otherwise, transition directly into “post-synchronizing”.*
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Sub-state diagram for the recovery state within the recombinator process.

Figure 7.20: Recombinator – recovering

2. Recovery / sending tasks: it then sends the full list of task nrs, corresponding to all the results that have been recombined. Resolved by an MPI_Send of an array of MPI_Integers. On success, proceed to “processing results”.

This concludes the last state diagram describing the state flow of our second design during run-time. The added complexity in the design should be compensated by the gain in performance during the recovery phase. this is what we will investigate in the next section.

7.5.5 Performance

Once more, we put our code through the usual set of performance tests (figures 7.22 and 7.21). Again, we conclude that adding fault-tolerance has not changed anything about the efficiency of the code under non-faulty circumstances, as would be expected.

7.5.6 Crash tests

After the regular performance tests, once again, we instrumented the code with time bombs and ran a number of crash tests “blowing up” under every single state in every process type to test the robustness of the design. Again, the code proved able to survive all attempts at time bombing.

This time, when time-bombing the master after sending tasks to all calculators, 1) the calculators finished their calculations, 2) properly informed the master during recovery and 3) retained and sent their results to the appropriate recombinators after recovery. As designed, no loss of data occurred.

After a number of tests, the only loss of efficiency incurred on a crash would occur when, after a failure, one or more calculators would fail and restart while others where still working on calculations. These calculators will only enter the recovery phase when they finish calculating and attempt to send the result.
Another calculation for $K = 6, L = 2$, this time with the last fault-tolerant iteration of the code. Again, fault-tolerance has not negatively influenced workload processing at higher values of $L$.

Figure 7.21: Profiling the first fault-tolerant version of the program for $L = 2$

For the moment, this is the best we can do. The only way to eliminate this final loss in efficiency is to make the coupling between the calculating and the communicating parts of the software completely asynchronous. We will further discuss this option in the next section on alternative approaches. As we don’t have guarantees on FT-MPI’s thread safety, an implementation of such a design is not possible at this moment.

7.5.7 Summary of approach 2

Our previous effort to create a fault-tolerant version of our software was shown to perform sub-optimal due to data-loss during the recovery phase. Hence, we made another attempt at achieving maximum feasible efficiency, albeit at the cost of greater complexity.

We have shown that – given minimal MPI interactions inside the recovery state – it is possible to completely eliminate data loss and redundant recalculation within surviving processes after a failure. We have also shown that further complications
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Again, we can see that performance for this latest version of the code is on par with the non-fault-tolerant version.

Figure 7.22: Profiling the second fault-tolerant version of the program for $L = 2$

of the recovery process are not necessary as long as we accept failures as being exceptional events. We have shown that, despite an increase in complexity, this can be accomplished in a relatively easy to explain manner, design-wise.

Finally, we have shown that it is not possible to perform any better during recovery, without resorting to unconventional methods like multi-threaded programming. This is one of the scenarios that we will be looking at in the next section on alternative, but further unexplored approaches.

7.6 Alternative approaches

Over the course of the last few sections, we were able to book a number of successes – given a few concrete advance choices with regard to things like FT-MPI communicator modes, message modes, etc.. In the end, we also hit some definite limits in terms of maximum attainable efficiency. In this section, we will be looking at the potential consequences of some alternative design decisions. Decisions that we contemplated, but either a) decided not to implement, or b) weren’t able to implement because of technical and temporal limitations.
7.6.1 Solutions without uncontrolled re-spawns

Premise
One of the first decisions we made was to use COMM_MODE_REBUILD. The major advantage of this approach was that we were able to specify a fixed order for the different types of processes (i.e. master = rank 0, recombs = ranks 1...n, calcs = ranks n+1...m), that could also be retained after any recovery procedure.

As we mentioned in the appropriate section, the problem with this approach, however, is that we have no direct control over the re-spawn logic. Consider the case where a) the amount of computational resources available exactly matches the number of processes and b) most failures will be due to failure of the host system it is running on. Any re-spawned process will end up sharing computational resources with at least one existing process without giving the developer any input on the re-spawning policy.

In case of multiple failures among different calculators and / or recombinators, such a situation would force multiple computationally intensive processes to unnecessarily – and un-productively – compete for resources.

Our problem specifically relates to the fact that – give the situation described above – there is process logic that must somehow be retained for the whole duration of the computation in order to succeed (the master, recombinators), while there is other process logic isn’t crucial (calculators – at least as long as we have a minimum of one). Moreover, whenever a process of one of the necessary types fails, a process of an unnecessary type should somehow be yielding its computational resources.

In this section, we will be taking a look at the means, provided by FT-MPI, to handle this situation. Specifically, we will be looking into the added complexity that comes with any such type of solution.

A solution using COMM_MODE_SHRINK
One natural approach would be to use FT-MPI’s communicator mode SHRINK. The major issues that we have to deal with here, are that: a) whenever the master or a recombinator goes down, one of the calculators has to take over its functionality and b) the numbering of the processes will change after recovery of the VM.

Here is an overview of one possible approach to a solution:

1. On startup, have the processes organize themselves in the following manner (given m processes, of which n calculators):
   (a) rank 0: master
   (b) rank 1 ... n: calculators
   (c) rank n+1 ... m: recombinators

2. On startup, have each process store both its own sequence number per process type (i.e. calc 1, calc 2, ..., recomb 1, recomb 2, ...)

3. On startup, have...
   (a) ... the master keep a count of available calculators, and ..
7.6. ALTERNATIVE APPROACHES

(b) ... the calculators keep a virtual mapping of the original (real) recombinator ranks at startup to the actual recombinator numbers, dependent upon crashes during execution.

4. On a crash:
   (a) surviving recombinators do not have to take any specific measures.
   (b) the master simply subtracts one from the calculator count for each process that fails.
   (c) the calculators check the rank(s) of the process(es) that failed...
      i. ...in case that the master failed, the lowest-ranked calculator (which now has rank 0 due to the shrink operation) “upgrades” itself to master. This means that all other processes can keep addressing the master as process 0.
      ii. ...if a (or several) recombinator(s) crashed, the highest-ranked calculator takes over its (their) role, and the other calculators adapt their rank mapping accordingly, rearranging the ranks as needed.

Otherwise, this procedure can be combined with both of the solutions described in the previous two sections. The major advantage of this design would be that it doesn’t require extra communication during the recovery phase. Therefore, it would not further complicate the state flow of any of the previous designs. The added complexity in its own right, however, did lead to us being unable to implement and test the design in the end.

A solution using COMM_MODE_BLANK

Another approach would be to have the dead processes “blanked out” using the appropriate FT-MPI communicator mode. The added complexity here would be greater. Like the above solution, it would require a re-mapping in case of recombinator failure. A similar remapping would be necessary in case of master failure as well however.

On top of this, the master would have to keep a mapping as well, in order to make out which calculators have been “promoted” to recombinator status, and which have been blanked out. A “quick and dirty” way to forget about tracking blanked calculators would be to just attempt a send — that would return 0 immediately. However, since calculators will be taking over recombinator duties, some kind of mapping will be necessary under any circumstance.

All in all, this solution would bring even more extra complexity to the code base than the previous. Yet, it does not seem to offer any advantages over the solution using COMM_MODE_SHRINK. The only potential advantage would be that surviving recombinators would retain their original ranks, but this is being offset by the fact that we need to keep a mapping anyway to identify recombinators that have been remapped onto former calculators.

Hence, we consider this approach the inferior of the two options.

Conclusion

A solution without uncontrolled re-spawns would probably be preferable under any scenario wherein a medium to large number of failures were to be expected. The only means currently at our disposal are FT-MPI comm modes SHRINK and BLANK.
Under such circumstances, a solution using FTMPI_COMM_MODE SHRINK would be preferable over one using COMM_MODE_BLANK. The former only requires major code additions to the calculators and minimal adaptions to the master, while the latter will take some major re-tooling to all process types because the master might end up at a rank other than 0, while recombinators might end up anywhere within the range of calculators due to freakish crash patterns.

Luckily, neither of the two approaches require extra communication during recovery if a strict re-mapping protocol for the master and recombinator processes is held on to by all processes involved.

As an addendum, let us take note that none of these solutions are perfect. A process might crash for non system-related reasons while the machine remains available, or a machine that went down during a previous crash might be up again and available at the time of a next crash. Or a machine, previously in use for another job, might be available at the time of failure. In either case, it would be preferable to use the freshly available machine, but we have no means to do so.

In other words: given that a fault-tolerant MPI implementation, styled like FT-MPI, provides us with a mutable VM model (gaining and losing resources over the course of multiple jobs), a logical evolution for the API would be to eventually become more VM-aware. It would provide the programmer with the necessary means to communicate with the VM from within the boundaries of an individual job – if only within the confines of the recovery procedure.

These means would include operations like requesting new resources from the VM or donating obsolete resources back to it in a more concrete manner than currently allowed by MPI-2 calls like MPI_Spawn. (Perhaps – a bit ironically – more in the vein of PVM.)

7.6.2 Dealing with synchronous recovery

Premise
One of the last remaining problems with both of our fault-tolerant designs lies with the synchronous nature of the recovery procedure. Specifically, recovery has to wait for all processes to make an MPI call in order to be able to initiate collective recovery of the VM. This means that several – available – calculator processes might have to wait for one or more others that are still working on data before they can start recovering.

During this period, the master will not be able to send new tasks, recombinators wouldn’t be able to accept new results, and calculators would remain “unemployed” for the whole of the period before full synchronization.

This problem cannot be avoided while holding on to classical, synchronous / single threaded processes. In this section, we will investigate the possibilities of using multiple threads for overcoming this issue.

Design
The crucial part of any design featuring intra-process asynchronous execution, would be to decouple communication from calculation within the calculator processes. The master is constantly listening for either tasks from the recombinators or task requests
from the calculators, and would hence be notified of problems in the FT-MPI VM almost immediately after they were detected. Likewise, the recombinator is constantly accessing the VM as well, waiting for results. It is the calculator that has to be re-tooled to enable it to engage in recovery of the VM, in parallel to any running calculations.

Therefore, we would split up the calculator in two distinct threads of execution, using any of the available tools to do so (e.g. the POSIX threads library or any of its derivatives, the Boost threads library, ...). One thread would take care of calculation, while another would only be concerned with all the MPI-related work.

At startup, set up a process-wide environment with:
1. a shared variable to contain either a task nr. or a NO_FURTHER_TASKS value, as received from the master process
2. a shared memory region to contain a partial result matrix
3. a messaging bit, protected by e.g. a semaphore.

For the calculating thread:
1. Remain in wait state, to be scheduled in only when a task has been received by the MPI thread.
2. Once scheduled in, check the shared variable to decide whether it has a new task, or whether the global calculation process has finished...
3. ...if the job-wide calculation phase has finished (NO_FURTHER_TASKS), finalize (at the thread level).
4. ...otherwise, retrieve the task nr. and start calculating.
5. As soon as a partial result matrix becomes available, notify the MPI thread through the shared bit (e.g. lock it, set it, and unlock).
6. Go back into wait state.

For the MPI thread:
1. Set up a thread-local environment in the following manner:
   (a) create a state variable to indicate either WAITING, CALCULATING or SENDING – start out in the WAITING state
   (b) post a non-blocking send to the master, using a tag that is otherwise unused for any communication from calculator to master. The master will not be posting a receive to any of these sends (from the multiple calculators) until the end of the calculation phase.
2. Wait for a message from the master. During this phase, any failure within the VM will be detected as soon as possible, and the calculator will be able to participate in recovery immediately.
3. On receipt of a message from the master: a) change state to CALCULATING, b) copy the message content to the shared variable and c) notify the scheduler to schedule in the calculation thread.
4. Now, enter an active polling loop:
   (a) Check the status of the MPI VM by doing an MPI_Test on the pending non-blocking send – any failure of the VM should return an appropriate error, with MPI_ERR_OTHER indicating a recoverable error as usual...
   (b) ...if such a recoverable error is caught, participate in recovery immediately
while calculation proceeds as usual in the other thread; after recovery, return to this polling loop.

(c) ...if an unrecoverable error is detected, abort as usual.
(d) ...if no failure is detected, check the shared bit (e.g. lock, copy, unlock)...
(e) ...if the bit is set, change state to SENDING and break from the polling loop.
(f) ...if the bit is not set, sleep for a short time (e.g. a few seconds) and repeat the polling loop.

5. While SENDING, exchange the partial result matrix with the appropriate re-combinator – this involves semi-constant contact with the VM: any failure of the VM will be detected as soon as possible...

6. ...in case of failure, and participate in recovery immediately; after recovery, restart the exchange procedure as usual.

7. ...otherwise, return to WAITING state and recommence the sequence.

8. When the job-wide calculation phase finishes, the master will post a receive for all of the non-blocking sends by the different calculators...

9. ...post a wait for the non-blocking send.

10. Proceed with the rest of the process, as under any of the single-threaded scenarios.

Considerations
The design described above should ensure a proper recovery of the MPI VM under any circumstance, without having to wait for calculation to finish within any calculator process. Moreover, the calculation will not be halted, and the result can be used later on – we can take this into account to adapt our second (single-threaded) fault-tolerant design to make it even more efficient on failure. Recovery should be initiated by all processes at most seconds after detection, and no precious computational resources should be lost in waiting. Overall, CPU cycle loss should be minimal.

Even though the FT-MPI reference implementation is not labeled as being thread-safe, the use of multiple threads in this case should not be an issue. All interaction with the MPI VM is contained within a single thread, and any communication with the other thread happens through different means.

It would even be possible to fork the calculation part into another process, enabling both parts to communicate under protection of the OS (pipes) without having to take any further precaution (no need for locks / semaphores / ... ). However, this would force us to add yet another layer of fault checking – apart from FT-MPI, complicating the design even further. It would also complicate transferal of the partial result matrix.

One requirement is that MPI_Test returns proper error messages on VM state for the reference implementation. Even though, according to the standard, it is a pure local call – this should not pose a problem.

An alternative solution
The above approach is far from elegant. A far more aesthetically – and practically – pleasing solution would allow us to take on the full problem using only MPI-style
7.6. ALTERNATIVE APPROACHES

library calls. The reasoning behind this is two-fold: (1) multi-threaded programming adds another layer of complexity which scientific programmers should not have to deal with, but more importantly (2) multi-threaded programming is almost always a platform-specific affair, which goes directly against the MPI philosophy of universal portability.

We think that the best solution, in this case, would be to use an approach similar to that taken with MPI's non-blocking calls, not in the least because they serve a similar purpose: to hide the intricacies of multiple parallel execution paths from the programmer, as well as offering a platform-independent, portable alternative.

This would entail the addition of a few calls to FT-MPI. We suggest the following:

- Add a call FTMPI_Raise_guard: this call would monitor the state of the current job in parallel with any running calculations in the main thread. Whenever a fault occurs, the constant monitoring would detect said fault swiftly and call an appropriate error handler.
- At the end of the calculation, there would be a call to FTMPI_Lower_guard. This would cease the frequent parallel monitoring of the job state and return to regular operation. In case that an error handler is active at this time, the call would block until the error handler finishes.
- An appropriate error handler would be called in the case that an error occurs under FTMPI_Raised_guard. This error handler would take care of the recovery procedure and return the process to a consistent state after recovery. FTMPI_Lower_guard will block until the error handler resolves this correctly.
- An extra call should be provided to stop the current calculation in the main thread, in the case that its results would be voided by the recovery process for whatever reason. This call – called something like FTMPI_Void_main – would cease executing the current main thread, freeing up CPU cycles for after recovery.

In our opinions, this approach would provide a far more elegant approach to this particular issue, offering maximal transparency combined with minimal additions to the API.

Conclusion

As long as a program can guarantee short computation times in between calls to the FT-MPI VM for every process, synchronous recovery should not pose a problem (as is the case with most example programs delivered with the reference implementation). In any case more complex, however, some solution of the type above is going to be absolutely necessary.

In our case, for high enough values of $K$, any single computation might take hours before having to do an MPI call – delaying any possible recovery by as much. This delay in recovery is unacceptable, potentially leaving lots of resources unused – waiting for extant work on one or two calculators.

Through the above design, we have shown that it is possible to minimize the effect of synchronous recovery on the overall performance of the recovery procedure. We have shown that, to accomplish this, it is necessary to split up the calculator process into two parallel execution units using multi-threading or similar techniques.
Using one thread for MPI communication, and one for calculation should solve the problem - even if we are using a non thread-safe FT-MPI implementation.

In fact, we expect the above approach to provide a useful pattern that will be of frequent use in any serious fault-tolerant software using FT-MPI – it should probably find its way into the more advanced documenting examples bundled with the reference implementation.

There is one thing that bothers us in this case though: in our example design, we are forced to use a dummy non-blocking send, combined with periodic calls to MPI_Test, as a kludge solution to poll VM state. In any platform that allows for user-driven fault-recovery, the ability to actively investigate global “sanity” of the system will be crucial. Being as important a functionality as it is, we propose that the ability to poll VM state should probably be given its own specific call.

One more minor worry of us concerns the lack of attention to threading cases in the FT-MPI specification. Even though we didn’t have to perform MPI calls from multiple threads within the same process, one can certainly imagine cases in which this ability might be desirable. However, how will the multi-threaded setup be handled in case of a failure?

Do all threads within a process have to participate in recovery, as if they were individual processes? What would be the effect of this on process work-flow? Or on the internals of FT-MPI? The complexity of having to implement a thread-safe MPI? Or is there only a need for one to do so? In that case, what happens if one thread posts an MPI call while recovery of the VM remains unfinished? Should it be held back? What happens if an MPI call gets posted during (user-driven) job recovery? Won’t this complicate user-driven recovery even further? All of these are questions that we believe should be addressed in the specification.

7.6.3 Handling recombinator crashes

Premise

Any of the previous designs spreads all of the state data of the job over the recombinators. Loss of the master will not lead to state loss at all – its state being fully restorable from data in the other processes. Likewise, loss of a calculator will, at most, lead to the loss of one partial result matrix – which is not dramatic.

Even the loss of a single recombinator does not lead to 100% data loss, as all of the computed data on the other recombinators remains available. One way to minimize concentrated data loss is to interleave tasks for different recombinators as much as possible in the serving sequence – but even in this case, failure of a recombinator late in the calculation process will lead to a lot of lost data / computing time.

The only way to really minimize the impact of a recombinator crash, is to provide some kind of backup. We conceive of two – possibly complementary - ways of containing data loss. One is to provide for “sleeping” redundant recombinator processes. The other is to keep customized, user-controlled checkpoints on persistent storage. We will investigate each of these options further in its own section.
Adding redundancy
One logical way to counter the loss of a recombinator would be to provide other, redundant recombinator processes. These would take over chores in case that their “originals” were to be lost due to failure. The major advantage of this approach would be that it doesn’t require any interaction with the filesystem, or another kind of persistent storage.

There are some major disadvantages to this solution, however. The most obvious one, is that – as we mentioned before – a failure will probably mean that one or more computational resources are lost to the VM – either because they unexpectedly went down, or because of network problems. Afterwards, we will also not be able to make out whether these resources return to the VM at one point or another. Also, we are not likely to leave computational resources unused at startup – i.e. there will not likely be any comparable redundancy among the available computational resources to make room for the backup processes.

On top of this, as we also previously addressed, we have absolutely no control over how the computational resources are distributed among the different processes. In other words, these redundant recombinators might end up anywhere at startup. So we might have a recombinator and its redundant copy end up on the same host: in this case, both would probably be lost during a failure. Otherwise, it will end up on another computational resource, already in use for either calculation or another recombinator.

If we set up our system in such a way that the redundant recombinators only function as backup storage – as long as their “originals” have not failed – at least computational power will not be significantly reduced. But, in case of failure, the backup recombinator will end up competing for resources with whatever other process is residing on the same CPU. In this case, we would have to consider the trade-off: whether it is worse to have the redundant recombinator hinder whatever other process runs on the same resource, or whether the saved data is actually worth it.

Another issue to consider is how to keep the redundant copy up-to-date. Necessarily, we would have to send (broadcast) an incomplete, accumulated result matrix from each “original” recombinator to its backup(s). From the recovery p.o.v., this would ideally happen after each recombination. However, it is hard to assess the impact that this might have on overall network performance – specifically on the network traffic necessary for regular operation. As always, ideally, we would like to keep the impact of fault-tolerance / recovery on regular operation as little as possible.

Altogether, this does not seem like the most practical solution. It would perhaps have been a more practical approach under, say, PVM, where the user has tighter control over where processes are to reside, and how the are to act w.r.t. the VM. But MPI, even FT-MPI, simply does not seem to offer the right approach for this kind of solution. On top of this, the network overhead and internal competition for CPU resources would pose a problem on any parallel platform.

Customized checkpointing
The other logical approach would be to regularly make a backup a) of the accumulated incomplete result matrix and b) the list of tasks that have been computed to
persistent storage. The recombinator regularly notifies the OS to do a flush to shared persistent storage, to properly safeguard the data. With this approach, we would effectively be creating a form of user-implemented and -controlled checkpointing.

After a failure plus re-spawn (or, under MODE_SHRINK, re-purposing of a calculator), the renewed recombinator would fetch the most recent version of the accumulated incomplete result matrix from disk, as well as the list of calculated tasks. The “restarted” recombinator could then participate in regular recovery by notifying the master of the tasks that it was able to retrieve from checkpoint, thereby reducing data loss after failure.

This approach is a very attractive one for a number of reasons. For one, it does not require any extra communication overhead, being controlled fully by each individual recombinator. Moreover, any writes from a recombinator to its “checkpoint” could be greatly accelerated through caching by the OS, given enough memory on the appropriate node. Flushes to disk can be taken care of by the OS, in parallel with the recombinator process without greatly hindering it during operation.

The only performance hit would be taken during recovery, when a recovered failed recombinator has to read its checkpoint before being able to participate in global recovery. The gain from retaining a lot of computation history should more than compensate for this however.

All in all, this approach represents the best aspects of user-driven fault-tolerance. It is a case in which all the advantages of checkpointing can be retained where it matters, without wasting any resources on checkpointing messages/processes that are not of primary importance to global state. It even enables us to cherry-pick the exact necessary data within a single state-retaining process to minimize the checkpointing footprint. And best of all, this can all be done without greatly impacting fault-less operation.

Conclusion
One of the last optimizations left unaddressed pertained to the data loss suffered after failure of one or more of the state-retaining recombinators. Over the course of this section, we had a look at two different, but not necessarily mutually exclusive options.

The first, providing for redundant recombinator processes that periodically synchronize with their respective “originals” seems feasible but not very practical, due to considerations of multiple processes competing for the same CPU resources and the inability to control the execution of re-spawns.

The second option was to implement user-controlled, custom-optimized checkpointing for the recombinators – periodically writing the incomplete result matrix to persistent storage to retrieve it on recovery if needed. This solution does offer a significant advantage, potentially retaining computed data over multiple failures without significantly impacting fault-less performance given enough memory per node to make optimal use of disk-caching.

All in all, customized checkpointing seems like a near-perfect solution, beautifully illustrating the advantages of user-controlled fault-tolerance, and would for certain be an interesting option to add to our software in future re-factoring.
7.7 Conclusions and summary

At this stage, the time has come to draw some final conclusions from the refactoring process and re-iterate the general conclusions that are to be drawn from the example application one final time.

7.7.1 The Fortran phase

For completeness’ sake, we start out with the pure Fortran-based part of the work. All though it doesn’t directly add to the answer for our two last research questions, knowing about it is important to understand the greater scheme of things to come...

A very large number of issues have been discussed during the first refactoring chapter. We shall have a look at them one by one, one last time, and try to summarize our first set of conclusions.

Over the first few sections, we introduced the issue at the base of the research presented in this chapter: the quantum nuclear scattering problem. We had a look at its basic nature, including a description of the important parameters to this discussion: the hyper-momentum $K$ and total angular momentum $L$. We gave a brief overview of the original software solution to the problem, written in Fortran 77. This software produced a set of result matrices that was written to a number of unformatted Fortran data files – to be further processed by other software. Because a) these files were unformatted, and b) we didn’t want to touch the back-end software, at least part of the software would have to be retained in Fortran.

We discussed how, due to memory management issues, we first had to port this code-base over to Fortran 90. After this first – relatively minor – re-factoring iteration, a review was performed. We were able to clearly illustrate, through experimental results, that this solution did not scale to any reasonable values for $K$ or $L$.

Hence, we decided that a major re-factoring iteration was due. Parallelization was the only practical means to attain the processing power that we needed. Given that MPI has become the de-facto standard for parallel programming solutions over the past years, and that it defines a very clear and complete Fortran interface, it was the natural tool to help parallelize the original code.

A major rewrite on all levels of the code was performed, making the code far more modular and flexible than it had been – a change that would turn out very useful in later steps. More importantly, the application was changed into a master-slave type of parallel program. The master delivered tasks to, and received partial result matrices from the slaves, recombining them into a set of full result matrices that were written to file as previously.

After fully re-tooling and experimentally testing the new F90 code, we came to the following conclusions:

1. First, the parallelization allowed the software to scale to the kind of level that we were looking for, at least for low values of $L$. 

2. Second: for high levels of $L$, there was a saturation problem at the master end of our architecture that needed to be resolved.

3. Third, in light of the previous, plus the heavy re-factoring that still needed to be done, we wanted to change over to a computer language / programming paradigm that would ease future transitions in the code. An object oriented approach using C++ seemed ideal.

7.7.2 The C++ phase

In this phase of our research, we addressed our general question concerning how to integrate Fortran-based legacy applications with newer, object-oriented C++ code.

While looking over the design at this stage, it was decided to retain three parts of the software in Fortran: calculation, recombination and writing out the UNF files. All other parts of the software – i.e. setup, organization and communication – would be ported over to C++.

This required us to look at the issues that were to be expected when setting up communication between C++ and F90 code. After examining the different complications, it turned out that communicating between C and F77, or even between C++ and F77 did not pose a real problem – given a few caveats.

Communicating some of the features in F90 – specifically pointers – back to C++, however, prove less straightforward. After some thorough research, it turned out that these problems were due to the run-time behavior of F90 arrays. For a range of reasons, F90 requires a rather large amount of run-time meta-data. This meta-data is kept in a compiler-generated, hidden structure called a dope-vector. Contrary to all other (visible) data structures in Fortran – which are passed by reference (pointer) – the hidden dope vector is passed by value (copied) between function calls for performance reasons, producing some rather bizarre behavior when passing it straight back to a C++ function not expecting this.

After looking around for a solution to our problem, we came up with a number of different existing projects that are available for free from the web. However, it turned out that none of these provide the exact functionality that we need. One of the potential solutions - a software package called Chasm – did however provide some fundamentals that we could use for a custom solution – specifically, it offered some much needed insight into the actual structure of the elusive dope vector.

Given this basis, we set out on developing a custom solution to our problem: the arrays.h library. After a lot of hard work, we managed to come up with a solution that satisfied all of the following prerequisites:

1. It provides a proper type for Fortran pointers (i.e. dope vectors) which is usable in both F90 and C++.
2. It allows for allocation to a pointer to array in either language.
3. It allows for transparent passing of pointers to array from either language to the other.
4. It allows for deallocation of a pointer to array, allocated in either language, from the other as well.
5. It allows for seamless passing of pointers to array as members of structs or as function return types.
6. It supports column-major order indexing in both C++ and F90
7. It supports same-style indexing in C++ and in F90 (i.e. indexing multiple dimensions through a single ‘()’ style operator).
8. It supports different levels of portability, i.e. enables a developer to choose between a faster but low-level, compiler dependent implementation or a higher-level, compiler independent implementation as needed.
9. It supports the use of Fortran array-pointers at similar runtime speeds in C++ as in Fortran itself – again, with both compiler dependent and compiler independent implementations available.
10. It is able to accomplish this through a relatively straightforward interface: a straight library in C++ (internally making heavy use of templates).

This comprises all the functionality that we will need to comfortably deal with the C++ porting problem, and more. First, extra features have been added that should make the library useful for C++-F90 cross-language programming of any nature. Second, performance is not lagging either: through careful application of meta-programming techniques in selected places, we have been able to produce performance figures for read / write accessing of arrays that are most interesting in their own right – beyond just the issue of cross-language programming. To the extent of our knowledge, this is the first piece of software to accomplish all of these goals and offer these kinds of features.

As a side effect, unit-testing of the meta-programming part of arrays.h has led to the development of another feature that we haven’t been able to find in any of the large available C++ template-meta-programming libraries: a straightforward implementation of template meta-loops, able to do straight iterations without involvement of concepts like meta-collections and other complications that go beyond the needs of many simple applications.

Given all of these elements, we believe we have provided the interested reader with all the necessary information and tools needed to make their Fortran-based legacy code accessible from any C++ code in the most elegant way possible, thereby providing ample material in answer to our third general research question.

With all of the previous out of the way, we were able to to a rather straightforward port to C++. As planned, everything but the actual individual calculations, recombinations, and writing or unformatted result files in this new version is handled by C++ code. After completion of this step, the code-base comes over as cleaner and leaner, and – most importantly – more adaptable than under its previous incarnation. The ease with which we introduced FT-MPI into the code later on proves that this is not just matter of esthetics. Experiments have shown that performance did not suffer from the change of programming language.

One last issue that needed resolving before starting out on adding fault-tolerance was the saturation issue with the master process, that lead to starvation of the calculators for values of $L$ above 1. This problem was solved by taking parallelization further, decoupling the recombination procedure from the master process and wrapping it into its own type of process, one of which will be running for each result matrix to be computed. This moves the code away from the original, relatively sim-
ple master-slave paradigm. Its work-flow is more complex now, which will add its complications for adding fault-tolerance in the next phase because computational state is now spread over a greater number of processes.

### 7.7.3 The FT-MPI phase

The only research question left unanswered concerned the measures needed to make existing MPI-based code FT-MPI “ready”. Given that our example legacy-application had finally, over the course of the past refactoring phases, been worked into the state envisioned at the start of our work, we were finally ready to take it through “the works”.

Here, we will present a general overview of our findings during this stage of development. In the final, conclusive part of this thesis, this practical experience with FT-MPI, will be used to eventually attempt to deduce a “recipe” of sorts to aid future developers in refactoring any general piece of MPI-based code for FT-MPI.

Now, during the early development of the FT-MPI-based version of the legacy software, we came to the conclusion that state was going to play a major role in the development process. While using FT-MPI in practice, it turned out that state manifested in two important ways: intra-process state, and inter-process state. Intraprocess state describes the progress of the work-flow in each type of process, while inter-process state concerns the set of states of all processes in a job, which is considered during recovery.

State became a concrete part of all the designs that were tested during development. It primarily serves to set milestones for: a) rolling forward or rolling back a process during recovery (intra-process state), b) knowing how and where to enter the recovery process when needed (intra-process state) and synchronizing between the different processes during recovery (inter-state recovery).

Two different versions of the example software were developed. A first aimed for maximum simplicity, at the cost of efficiency during recovery. Simplicity was maintained by writing the recovery procedure in such a way that it didn’t require any MPI communication. This attempt prove that it was possible to write practical, real-life, usable fault-tolerant software using FT-MPI without overt complexity. Moreover, it was able to provide full fault-tolerance without extra overhead during faultless operation. The major disadvantages to this version were that a) all results, residing on calculators during recovery were lost, and b) recovery could only begin at a moment when all calculators were available for communication over MPI – i.e., recovery had to wait for all calculators to finish their current calculation.

A second version tried to fix the problem of lost results on the calculators by involving them in the recovery process. This lead to a need to use MPI communication during recovery, making it quite a bit more complex as failures could now actually occur during recovery itself. The end result took quite a bit more work than the first version, and is a fair deal more intricate as well. However, it is still maintainable enough, and provides nearly the best possible fault-tolerance available for this particular piece of software – hence, we are satisfied with it. It does not fix the calculator wait problem during recovery however.

A few further optimizations have been thought of. An ideal version of the soft-
ware would take fault-tolerance to the maximum level by doing periodic, software controlled checkpoints of the unfinished result matrices. In this way, only the recombinators have to checkpoint, and even then only a subset of the data: exactly the kind of application we originally had in mind when we contemplated user-controlled fault-tolerance.

Two other optimizations would not so much enhance fault-tolerance, but rather the speed of the recovery procedure and the stability of the post-recovery VM.

Making adaptions to use FT-MPI communicator mode SHRINK would make sure that after recovery, any CPU would never be running more processes than it can handle, using all available resources from the beginning of the job. It would, however, also complicate the software because processes would have to be able to switch rank numbers during the job, with calculators switching role whenever a recombinator or the master would fail.

A last adaption would fix the calculator wait problem by making the calculators multi-threaded. Any calculator would run their MPI-interactions and calculations in parallel under different threads, using MPI_Tests on dummy non-blocking communications to test the state of the VM. This would allow calculators to take part in recovery while calculations would remain running.

This optimization would greatly optimize the recovery procedure. In fact, we state that it wouldn’t just be useful for our software, but for any software using FT-MPI. One other thing came to our attention: due to buffering, some types of processes – specifically “provider” type off processes – might reach MPI_Finalize before a failure can be caught, blocking the VM from proper recovery. To alleviate this, each job should start by synchronizing all its processes. We are of the opinion that these two issues should be elaborated on within the FT-MPI documentation, as well as within the examples delivered with the reference implementation.

7.7.4 Overall conclusion

This concludes our discussion on the work we did to make the quantum clustering software fully fault-tolerant. Throughout this chapter, through discussion and illustration by experiment, we have shown that it is in fact possible to write fault-tolerant MPI-based software using FT-MPI – real, production-level software with an actual application, that both recovers well (with a minimum loss of job data after failure) and efficiently (with fast and safe recovery and optimal usage of the available resources). As far as we know, this is one of the first “for-production-use” projects to take FT-MPI to this stage. It has taught us quite a few things that would be useful as feedback to the original project.

More-so, on the way there we have produced a number of peripheral developments that are interesting in their own right.
Part IV

Conclusions
Questions, answers and future work

7.8 Questions and Answers

In this dissertation we have addressed three key research questions:

1. With regard to MPI implementations: what are the current options w.r.t. fault-tolerance and MPI, what would be the best approach for the particular case of small research groups working with low-budget hardware and what yet remains to be done in this area to make fault-tolerant use of MPI valid.

2. With regard to MPI-based software: what – if any – changes need to be introduced to make it fault tolerant, given an MPI implementation that supports it. What would a generic “cookbook” for creating fault-tolerant MPI-based software look like.

3. With regard to Fortran-based legacy code: what needs to be done to make easy integration of said code with modern C++-based code work in a user-friendly manner.

We have provided an answer to each of these questions, which we now summarize:

7.8.1 MPI implementations and fault-tolerance

Concerning MPI implementations: what are the current options w.r.t. fault-tolerance and MPI, what would be the best approach for the particular case of small research groups working with low-budget hardware and what yet remains to be done in this area to make fault-tolerant use of MPI valid.

When seeking out a fault-tolerant MPI implementation, there are two basic options: those implementations that offer transparent fault-tolerance and those that support application-controlled fault-tolerance.

MPI implementations offering transparent fault-tolerance have the major advantage that they don’t require the user to make any alterations to his MPI-based
software to accomplish fault-tolerance. This is also the area where, to date, most research on fault-tolerance in MPI has been performed. The major disadvantage to this approach, however, is that it is a very heavy-weight solution which fails to scale – especially under a scenario with heterogeneous, geographically spread resources. Specifically, this solution comes with a fixed overhead per resource which grows with the size of the target parallel platform, even during regular (i.e. faultless) operation.

There is currently one MPI implementation – FT-MPI – which offers the alternative approach, providing the user with the ability to control and implement fault-tolerance from within the application. The apparent disadvantage here is that a limited set of adaptations to the MPI specification is needed for this to work. Likewise, the MPI-based software will have to be adapted as well to make it fault-tolerant. The major advantage is that the developer can tailor any fault-tolerance related features to the needs of both the software and the platform on which it is supposed to run. Most importantly, the amount of work needed during “regular” operation can be minimized, and hence the impact on scalability is significantly suppressed, and can even be negated in a number of cases (as, in fact, we demonstrate in our specific example). All of this makes FT-MPI into the best solution to our needs, and those of other teams with comparable needs and limitations.

One major shortcoming of FT-MPI, however, was in the particular implementation of its state database, which was stored in a centralized, non-fault tolerant name-service. This is the first part where we have produced original work, solving the problem by making the name service “universally pluggable” – allowing any name service (many of which provide fault-tolerance out-of-the-box) to substitute for the current implementation. The major hurdle to overcome here was the issue concurrency within an environment that provides only very limited means for handling complex distributed transactions. Through research, we came up with an unreliable locking scheme which manages to address all the requirements.

Overcoming these hurdles allowed us to go ahead using FT-MPI for a real-life case.

7.8.2 Creating fault-tolerant MPI-based software

With regard to MPI-based software: what – if any – changes need to be introduced to make it fault tolerant, given an MPI implementation that supports it. What would a generic “cookbook” for creating fault-tolerant MPI-based software look like.

As far as we are aware, we are one of the first research groups to have used FT-MPI for a “real-life” application (apart from some work by Al Geist [57]). Thus, our work on the quantum nuclear scattering software – and specifically the conclusions we can draw from it applying to fault-tolerant programming under FT-MPI in general – serve as our second body of original work. What follows is an overview of (1) some general remarks concerning the use of FT-MPI – mostly items that the FT-MPI designers themselves do not seem to have given a lot of thought to, but which did turn out to be an issue for a “real” application, followed by (2) a “cookbook” of sorts for those who want to design software using FT-MPI.
7.8. QUESTIONS AND ANSWERS

General remarks
On of the most important changes from regular MPI to FT-MPI is that any communication can now lead to three different results: success, recoverable error or unrecoverable error. Success will lead any program into its next valid state, a recoverable error should bring the software into a recovering state and an unrecoverable error should lead to an abort state. This greater emphasis on internal state-flow will make any FT-MPI based software explicitly more state-based than its non-FT equivalent.

Moreover, whenever there is MPI communication going on within the recovery state, which might produce a recoverable or unrecoverable error itself, it is absolutely necessary to provide “recovery-recover” states as well (etc., until no recovery state contains any more MPI communication). It seems like this has not been given much thought by FT-MPI’s developers, as any examples of this are sorely lacking from the distribution’s example programs.

One more item that FT-MPI’s developers seem to have overseen is the necessity of (at least) a “post-synchronization” mechanism – this to make sure that it is not possible for certain processes to MPI_Finalize before detecting any failures. In some cases, a “pre-synchronization” state can be usefull as well. Due to errors in the current implementation of MPI_Barrier, another synchronizing call should be used to emulate its functionality, e.g. an All_reduce.

One more important item to consider is FT-MPI’s COMM_MODES. By far the easiest mode to develop for is COMM_MODE_REBUILD. This is because it allows the developer to assume a stable virtual machine layout. However, the major problem with this approach is that, as a developer, you have no control whatsoever about where (i.e. on which resources) the failed processes are respawned. This might lead to serious problems if too many processes get respawned on the same resource. This is why, in practice, we would recommend using COMM_MODE_SHRINK or COMM_MODE_BLANK wherever possible (in our case, MODE_SHRINK seemed best). Again, FT-MPI development documents do not seem to discuss this issue anywhere.

To the defense of FT-MPI’s designers, giving the developer greater control over the respawning mechanism would require far greater adaptions to the MPI specification than we have with the current FT-MPI specification. The same is true if we were to fix the one great omission in FT-MPI: to add the ability to grow MPI_COMM_WORLD during operation. In other words: we can retain the size of the main communicator and shrink it in case that we lose a process – but we cannot grow it in case that we were to add extra resources to the VM during operation. In order to accomplish anything like this, we would have to use MPI-2’s intercommunicator mechanisms. These, however, are not yet implemented for the current version of FT-MPI.

One last thing to remark is that FT-MPI is incapable of recovering a job until all processes within it reach a global synchronization point, i.e. until all the processes have reached an MPI communication point after the fault has occurred. In the case where some processes might be spending considerable time between communication points – i.e. in a calculating state – all the processes will have to wait for these to
finish before recovery can commence. This can seriously delay the ability of other processes to recommence working after a fault has occurred. The only practical way to deal efficiently with this situation seems to be a multi-threaded approach: do all calculating within one thread, while the other frequently checks FT-MPI for faults by means of non-blocking communication tests.

Given these general remarks, we offer the reader the following “cookbook” for writing fault-tolerant parallel computing software using FT-MPI...

**The Cookbook**

Our cookbook will try an take into account all of the previous remarks except the last one (i.e. dealing with “recovery” wait for global synchronization). This will be dealt with in an addendum to the regular “recipe”, as it is easily illustrated as an addition to regular development practice without over-complicating the basic approach.

In order to make a given MPI-based program FT-MPI ready, refactor it in accordance with the following steps:

1. **Map and explicitize the intra-process state flow.**
   - Map-out the state flow within each type of process – the important state transitions happen on each MPI communication.
   - Sometimes, it is useful to explicitly distinguish a number of non-MPI related “purely logical” state transitions as well - especially to and from calculating states. These states and transitions do not directly influence the fault-tolerance issue, but they make the design more readable and might make it easier to introduce new features later on (like multi-threading in our addendum).
   - Using this adapted design, make your software explicitly state-based. Use the appropriate constructs for your particular programming language, e.g. a state variable plus switch statements for state testing and transitions and functions to represent individual states in C(++).

2. **Add a post-synchronization state.**
   - Synchronization must happen between all processes before MPI_Finalize. This to make sure that all run-time errors are caught and recovered from before any process finalizes - a situation which can occur because of FT-MPI’s (standards compliant) use of eager send mode.
   - Since MPI_Barrier is broken, it is best to use an MPI_Reduce or similar call to accomplish this.
   - Sometimes, it might be useful to add a similar “pre-synchronization” state as well for the sake of clarity.

3. **Add a mapping state at the beginning.**
   - The intent is to map actual process ranks to a virtual ranking in order to ease rank re-ordering when using COMM_MODE_SHRINK or COMM_MODE_BLANK.
   - When using either of these COMM modes - especially MODE_SHRINK - these are bound to change. A remapping during the recovery state will
allow the rest of the program to keep functioning as if nothing happened, without the need to be aware of any changes.

4. Add ABORT and RECOVERING states where necessary.
   - In FT-MPI, each MPI communication can result in either success, a recoverable error or an unrecoverable error.
   - Thus, for each MPI communication (i.e. state change), add a transition to RECOVERING or ABORT.
   - Depending on the internal logic of the particular application, there might be more than one RECOVERING state. (In fact, our example software demonstrates this in one instance.)
   - Naturally, there is always only one ABORT state.

5. Map and explicitize the inter-process state flow.
   - Now, it is crucial to find out (1) which combinations of states among the different process type states are valid and (2) which valid combinations of states is (are) most advantageous to return to after recovery.
   - Add transitions from the RECOVERING state(s) to the appropriate regular states for each process type in such a way that recovery will always lead the software to resume operation in a valid inter-process state.
   - This includes the possibility that the job might be able to return to multiple inter-process state sets depending on which is most advantageous. Do try to keep things simple though.

6. While conceptualizing the recovery procedure...
   - Make sure that your recovery state is fault tolerant, i.e. whenever an MPI call is used during recovery, make sure that the procedure accounts for the potential of a fault being detected during this call.
   - This indicates, indeed, the possibility that you will need a “multi-layered” recovery procedure (i.e. recovery-within-recovery).
   - Generally, the easiest approach in this case is to restart the recovery procedure (as we demonstrate in our example case).
   - The best solution by far, in this respect, is to refrain from MPI communications altogether during recovery.
   - One also has to make sure that only a minimal amount of data must be disposed of (i.e. loss) during recovery.
   - The above two goals are not always reconcilable (again, as demonstrated by our specific example).

The above “recipe” should help a developer make his MPI-based software fault-tolerant while minimizing the chance of any “hitches” occurring along the way. It does not solve the synchronization problem, however – this is to say: before FT-MPI is able to recover, all processes in a job must synchronize on an MPI communication. If and when one or more processes are spending a long time calculating before engaging in the next MPI communication, the other processes in the job might have to wait for quite a long time.
Currently, there is only one way to tackle this problem, and that is by means of a "hybrid" solution, combining MPI's multi-processing model with a multi-threaded approach. The major disadvantage of this approach is the added complexity, and the fact that multi-threading issues are almost always a platform-dependent matter.

This approach requires the following addition to the basic "recipe":

1. Before any calculation state, instead of directly starting with the calculation, launch it in a new thread.

2. Within the original thread, the code must now engage in active polling of:
   - the state of the current job, by means of tests on non-blocking MPI calls
   - the state of the calculating thread, e.g. by checking a semaphore-protected shared variable

3. When a fault occurs, it can thus be discovered relatively soon.

4. Moreover, a fault can be resolved while the calculating thread keeps running (and thus without losing calculation time).

5. Optionally, the calculating thread could be terminated as well if it turns out that its future results would not be useful after recovery anyway – again, this spares us from wasting CPU time.

6. If calculation is allowed to continue, do not forget to retrieve the results from said calculation(s) properly when they finish after recovery.

We also suggest that a better solution would be to provide a set of FT-MPI specific calls in the same vein as MPI's non-blocking calls, likewise shielding the programmer from the complexities (and – more importantly – the platform-dependent aspects) of multi-threaded programming.

As far as our experience reaches, the above cookbook and addendum represent the optimum approach to making regular MPI-based software fault-tolerant. As far as we know, nothing of the sort has been produced to date, and hence we hope that it might prove useful to future research.

The only alternative option is to use so-called "naturally fault-tolerant" [57] algorithms, but these basically trade "acceptable" degradation in the final result for fault-tolerance, using COMM_MODE_SHRINK in its most basic form – an approach which could be useful in case of Monte-Carlo simulations and like techniques.

7.8.3 Integrating legacy Fortran code with C++

*With regard to Fortran-based legacy code: what needs to be done to make easy integration of said code with modern C++-based code work in a user-friendly manner.*

A lot of extant scientific code is written in Fortran. Despite Fortran’s known strengths, especially with regard to the optimization of matrix operations, it also suffers from a number of known weaknesses. Fortran 77’s most obvious issue was its lack of dynamic memory management features - an item which becomes most
These problems were mostly fixed in Fortran 90 by adding features supporting pointers and dynamic arrays, but F90 introduced a new problem. In F70, it was relatively simple to exchange data with C(++) code – in fact, back then it was the only option if you really couldn’t work without dynamic memory. In F90, however, exchanging data – specifically dynamic memory structures – with C++ has become problematic.

The reason for these problems is that F90 needs to retain meta-data on dynamically allocated memory, allowing programmers to pass dynamic memory structures to functions taking an open array argument and allowing for run-time optimizations. The problem here is that said meta-data, contained within a so-called “dope-vector”, is hidden from the user. Moreover, its structure is not specified by any standard, and hence compiler-dependent.

A few projects have previously attempted to tackle this problem, but all of them fall short at one point or another, and they are all very heavy-weight solutions requiring techniques like multiple-pass compilation and code transformations. A more complete and user friendly solution was in order. this is where we present our third body of original work.

To tackle the problems inherent with exchanging dope-vectors between F90 and C++, we developed the “arrays.h” library, which allows developers to exchange dynamic memory structures between F90 and C++ by simple inclusion of a header and linking with the respective library. This library offers the user a multitude of options for balancing compiler-independence with performance as required for each individual project, and uses extensive template meta-programming techniques for optimization wherever possible.

Depending on the options chosen by the developer, “arrays.h”-based code can run at close-to or even effectively native speeds when working with F90 dynamically allocated arrays in C++, with the added benefit that it also allows for choice between Fortran array semantics: column-major ordering vs. row-major ordering, subscripting operators etc. Thanks to the adaptability of C++’s template mechanism (allowing generic and generative programming), no “legwork” is required in C++, and given a sufficient set of pre-written glue code, it should be possible to avoid any extra work in Fortran as well.

7.9 Outline of future work

Despite all of the work that has been done, future work can be thought of for each of the answers to our three questions.

With regard to FT-MPI, we have already mentioned a number of issues:

- a proper solution to the pre- and post-synchronization problem needs to be researched
• the issue of the “recovery-wait syndrome” needs to be researched – we suggest adding a proper set of FT-MPI specific non-blocking calls to solve the problem
• the lack of control over the behavior of REBUILD mode should be further investigated for solutions
• another item of interest would be the ability to grow the number of processes in a job after startup – we suggest investigating the possibility of using MPI-2’s intercommunicator-related features for this purpose

With regard to our cookbook:
• each of the above research items will have repercussions for the “recipe” as well
• for more complex tasks than our example, it would probably be interesting to investigate more complex recovery techniques “like made-to-order” in-memory checkpointing and the possibility to wrap these in libraries
• recipe extensions for more “tightly-coupled” processes (e.g. matrix multiplication) should also be further elaborated upon

And finally, with regard to our arrays.h library:
• some automation for creating any necessary Fortran “brick-and-mortar” code would be useful, to compensate for Fortran’s lack of generic coding mechanisms
• it might be useful to investigate the possibility of adding Blitz++ [81] like structures to arrays.h to make it more comprehensive and add even more performance-enhancing features to C++ to deal with Fortran-exchangeable dynamic memory
• some extra template-metaprogramming techniques could probably be used to simplify the current implementation – it could be useful to have a look at the Boost C++ [85] meta-programming library for useful techniques

Each of these items justifies further research, but would have added simply too broad a scope (and time) to properly deal with in the context of this work.
Appendices
A.1 Inleiding

Over de loop van de afgelopen decennia zijn computers gestaag krachtiger geworden. In 1965 deed Gordon Moore, mede-stichter van Intel Corporation, de voorspelling dat technologische vooruitgang er toe zou leiden dat ruwweg elke twee jaar het aantal transistors op een enkele IC (Eng.: “Integrated Circuit” - een geïntegreerd circuit van schakelingen op een enkele chip) verdubbeld zou worden, met een grosso-modo evenredige stijging in performantie tot gevolg. (Zowel in termen van rekenkracht als geheugen.) Deze prognose blijkt - gegeven een aantal kleine bijstellingen - ook grotendeels uitgekomen, en staat onder informatici dan ook informeel bekend als “Moore ’s law” (Engels voor: de “wet” van Moore - die dus eigenlijk meer een soort van vuistregel is, die origineel het leven zag als niet meer dan een boude extrapolatie op basis van empirische vaststelling).

En toch: ondanks de spectaculaire vooruitgang in de ontwikkeling van de chips blijkt dat er vandaag, anno 2009, onder wetenschappers nog altijd een tekort aan rekenkracht bestaat. De problemen die de wetenschap probeert aan te pakken groeien, simpelweg, sneller in complexiteit dan wat de IC-ontwikkelaars in dezelfde tijdspanne aan rekenkracht kunnen bij-creëren om ze op te lossen.

Opvallend is dat het tekort aan rekenkracht zich niet alleen beperkt tot groepen die zich bezig houden met de “grote” problemen. Zelfs bij kleinere onderzoeksgroepen stellen er zich reële problemen op dit vlak. Om een zeer concreet voorbeeld te geven: in onze eigen onderzoeksgroep, CoMP, wordt er gewerkt met software die al gauw 24 uur rekent op problemen van een relatief lage orde wanneer we proberen de berekeningen te doen op een enkele reken-eenheid/kern. Dit geval, de situatie waar kleinere research-groepen zich in vinden, is dan ook degene waarop wij ons in de rest van deze tekst zullen concentreren. Vanuit deze optiek zullen we wat meer uitgebreid
onderzoeken wat de mogelijkheden zijn die we tot onze beschikking hebben, zowel op het gebied van hard- als software...

Natuurlijk blijft de computer-wetenschap niet bij de pakken zitten, en wordt er constant gezocht naar methodes om toch de gewenste rekenkracht te verwezenlijken. Op dit moment bestaat de meest populaire oplossing voor het rekenkracht-tekort uit het parallelliseren van die berekeningen die te zwaar zijn om binnen een realistische tijd uitgevoerd te worden, op een enkele reken-eenheid. Op dit gebied is er de afgelopen jaren veel vooruitgang gemaakt, en de komst van MPI - een standaard-specificatie voor parallelle programmatie op basis van message passing - heeft deze ontwikkeling nog een stevige duw in de rug gegeven. MPI is onder wetenschappers vandaag zowat de de-facto standaard voor parallelle programmatie, en laat wetenschappers wereldwijd toe om code te delen en uit te wisselen zonder angst voor compatibiliteitsproblemen, en geniet bij CoMP dan ook een zekere voorkeur.

In deze thesis zullen wij ons concentreren op een aantal aspecten van deze constante zoektocht naar rekenkracht, specifiek in de context van kleinere onderzoeksgroepen met beperkte financiële middelen. We zullen zien dat dit een aantal complicaties met zich meebrengt in de keuze van hardware. En deze beperkingen in mogelijkheden van hardware brengt met zich een aantal stringente voorwaarden betreft software. We zullen zien dat vooral fout-tolerantie in de software cruciaal wordt, en dit is dan ook een van de belangrijkste elementen waar wij in deze tekst op zullen richten.

In dit kader is er ook nog een tweede element dat we nader onder de loep willen nemen... Zeer veel onderzoeksgroepen, inclusief CoMP, werken zeer frequent op basis van oudere software - in het Engels vaak omschreven als “legacy-software”, m.a.w. software die werd “over-geërfd” van voorgaande research, in de wetenschappelijke wereld meestal geschreven in Fortran. Alle parallelle programma’s dienen specifiek geschreven te worden om gebruik te maken van een parallelle reken-omgeving, en dit is met deze legacy-software zo goed als nooit het geval. Deze software dient dan ook herwerkt (Eng: “refactoring”) te worden voor parallelisatie - vaak een zeer ingrijpend proces. Bovendien zijn de oudere programmeertalen en -omgevingen vaak niet de meest optimale om op een praktische manier refactoring in toe-te passen.

A.2 Parallelle reken-platformen: kost versus betrouwbaarheid

Weliswaar zijn er de afgelopen jaren goede vorderingen gemaakt in de ontwikkeling van hardware voor parallelle rekentechnieken: grote hardware-platformen die een zeer groot aantal reken-eenheden verzamelen binnen één structuur, zoals de IBM BlueGene, zijn een realiteit - ze bieden een zeer grote parallelle rekencapaciteit in combinatie met een aanvaardbaar betrouwbaarheidsniveau. Spijtig genoeg ligt het prijsniveau voor dit soort hardware hoog - zéér hoog... prijzen die niet haalbaar zijn voor kleinere, minder vermogende onderzoeksgroepen. Voor deze groepen zijn er gelukkig echter andere mogelijkheden.

Enerzijds heeft men vaak de beschikking over oudere hardware - niet langer in
gebruik voor professionele doeleinden zoals studentenlabs of burotica en volledig afgeschreven, maar wel nog altijd beschikbaar voor gebruik. Deze individuele machines kunnen door middel van reguliere netwerk-technologie gebundeld worden in zgn. “Beowulf-clusters”. Dit zijn op het Linux uitbatingssysteem gebaseerde verzamelingen van machines waarop, via een netwerk, parallele software en de nodige data voor de berekening van de deelproblemen wordt aangebracht. Vervolgens wordt elk van de computers in de cluster gebruikt als parallelle reken-eenheid totdat alle deelproblemen zijn opgelost.

Via clustering is het ook mogelijk om dit type van reken-capaciteit binnen verschillende onderzoeksgroepen, mogelijkerwijs zelfs gespreid over meerdere wetenschappelijke instituten, te bundelen in één parallel hardware-platform.

De Beowulf-aanpak kan ook gebruikt worden op niet-afgeschreven hardware: veel computers in research-instituten worden slechts een gedeelte van de dag gebruikt, d.w.z vooral tijdens de werk- / studie-uren. Daarbuiten blijven zij ongebruikt. Deze machines kunnen op tijdelijke basis worden ondergebracht in een parallel platform op gelijkaardige wijze aan de vorige aanpak.

Ten laatste kan er nog verder worden gegaan in het recupereren van ongebruikte rekentijd: projecten zoals Seti@home gebruiken ongebruikte rekentijd op een computer tijdens de reguliere gebruikstijd, d.m.v. een programmaatje dat monitort wanneer een computer niet in gebruik is en tijdens deze tijden berekeningen draait. Deze aanpak is niet enkel bruikbaar in de context van globale supercomputers zoals het eerder vermeldelde Seti@Home of Distributed.Net, maar kan ook op beperktere schaal worden toegepast in kleine organisaties op de machines die daar beschikbaar zijn.

Al deze oplossingen hebben echter een aantal problemen gemeen. Eén aanzienlijk obstakel is een inherent gebrek aan betrouwbaarheid. Beowulfclusters van ouder materieel lopen meer kans op problemen door de natuurlijke sleet waaraan de apparatuur in de cluster onderhevig is. Machines die slechts gedurende een beperkt aantal uren gebruikt mogen worden verlaten de cluster wanneer de “extra-curriculaire” uren eindigen. En met machines waarop men probeert tijdens de reguliere gebruiksuren nog wat rekentijd te “stelen” wordt dit probleem alleen nog maar erger.

A.3 Probleemstelling

Gegeven het voorgaande kunnen we een aantal algemene stellingen poneren. Ten eerste:

- ook kleine onderzoeksgroepen worden vandaag geconfronteerd met een tekort aan rekenkracht; parallele rekentechnieken vormen hiervoor de enige realistische oplossing

- gegeven de doelstellingen om zo gemakkelijk mogelijk code te kunnen uitwisselen met andere onderzoeksgroepen, alsook om parallelle code op zo veel mogelijk diverse platformen te kunnen draaien is het voor de hand liggend om voor de MPI standaard te kiezen voor het schrijven van parallele code
spijtig genoeg beschikken kleinere groepen ook slechts over gelimiteerde fondsen; gelukkig zijn er een aantal technieken die toelaten om allerlei vormen van ongebruikte rekenkracht aan te wenden voor parallelle berekeningen, maar al deze technieken hebben één ding gemeen: het onderliggend hardware-platform is altijd onderhevig aan een verhoogde fout-gevoeligheid - en dit is een probleem: MPI is namelijk niet fout-tolerant

Ten tweede:

- veel onderzoeksgroepen maken nog altijd royaal gebruik van Fortran legacy code
- naar de toekomst, vooral met refactoring op het oog, is het interessant om deze code te integreren met nieuwe, object-georiënteerde code - C++ lijkt hiervoor de meest geschikte kandidaat
- C++ en Fortran integreren is niet altijd een voor de hand liggende zaak - zeker niet wanneer het gaat om Fortran 90 code

Het voorgaande brengt ons er toe om de volgende drie onderzoeksvragen naar voor te schuiven:

1. betreft MPI implementaties: wat zijn op dit moment de opties om tóch fout-tolerantie toe te voegen aan het reken-proces, en wat moet er op dit gebied nog gedaan worden om van MPI een geheel valide optie te maken voor parallelle berekeningen op fout-gevoeligere parallelle hardware?

2. betreft MPI-gebaseerde software: gegeven een MPI implementatie met ondersteuning voor fout-tolerantie - welke stappen dienen er ondernomen te worden om deze software fout-tolerant te maken; is het mogelijk om een relatief algemeen “receptenboek” te schrijven voor het fout-tolerant maken van bestaande MPI-gebaseerde software, en hoe zou dit er uit zien?

3. betreft Fortran legacy-code: is het mogelijk om op een gebruikersvriendelijke wijze Fortran - specifiek Fortran90 - code te integreren met C++ code, en wat dient hiervoor te worden gedaan?

Het is de zoektocht naar antwoorden op deze drie vragen waar deze thesis zich op concentreert. Over het verloop van de komende sectie proberen voor elk van de vragen een antwoord en conclusie te formuleren op basis van het door ons uitgevoerde onderzoek.

**A.4 Oplossingen en conclusies**

**A.4.1 MPI-implementaties en fout-tolerantie**

**FT-MPI**
Gezien de aard van de middelen waar wij specifiek in geïnteresseerd zijn - “los” gekoppelde machines, gespreid over meerdere administratieve domeinen, netwerken
en locaties - zijn oplossingen op basis van checkpointing en proces-migratie niet schaalbaar. De enige mogelijkheid die in de praktijk openstaat is om te proberen binnen MPI een gelijkaardige aanpak te gebruiken als bij zijn voorganger PVM: de code zelf zijn fout-tolerantie “op maat” laten ondersteunen. Spijtig genoeg biedt de standaard zelf hiervoor geen afdoende ondersteuning: een uitbreiding van de MPI-specificatie zal nodig zijn. Op dit vlak bestaat er momenteel maar één project dat deze richting ernstig onderzoekt: FT-MPI.

FT-MPI is een project van het Innovative Computing Laboratory (ICL, Engels voor “centrum voor innovatieve berekeningstechnieken”) aan de Universiteit van Tennessee, Knoxville (UTK). FT-MPI is, net zoals MPI zelf, geen software maar een specificatie - een uitbreiding op de originele MPI specificatie zelf. De uitbreiding omvat een aantal elementen die tegemoet komen aan de hiervoor gestelde punten. Een essentieel basis-standpunt van FT-MPI is het bieden van een maximale garantie op compatibiliteit - reguliere MPI-programma’s zouden zonder probleem moeten werken met FT-MPI, en (in mindere mate) vice-versa: FT-MPI gebaseerde programma’s zouden zo veel mogelijk moeten kunnen werken op een niet fout-tolerante MPI implementatie (maar dan zonder fout-tolerant gedrag natuurlijk).

Er zijn echter een aantal problemen met de FT-MPI implementatie die momenteel beschikbaar is van UTK: (1) een aanzienlijk probleem is dat deze implementatie - door haar interne constructie - niet schaalbaar blijkt over verschillende netwerken, en onder deze omstandigheden gevoelig wordt voor flessenhalzen in de communicatie; en (2) er blijkt een stuk van de implementatie te zijn dat niet voorzien in fout-tolerantie binnen de referentie-implementatie zelf.

De kern van het probleem is de name service die de volledige toestand van het FT-MPI systeem bijhoudt: (1) deze moet ten allen tijde beschikbaar zijn - het verlies van deze data betekent het einde van de FT-MPI omgeving, waardoor de name service een single point of failure vormt en (2) alle processen moeten hier ten allen tijde informatie mee kunnen uitwisselen - dit is niet schaalbaar over meerdere netwerken met trage (internet) verbindingen; de name service vormt aldus een flessenhals in het systeem.

Oplossing

In plaats van te voorzien in een nieuwe, aangepaste name service, biedt onze oplossing de gebruiker de mogelijkheid om de bestaande name service te vervangen door een andere name service software naar keuze. Er bestaat namelijk reeds uitgebreid werk in deze context, en er is een hele reeks beschikbare software - vrije en commerciële - die een ruim gamma van mogelijkheden qua fout-tolerantie aanbieden zoals persistente opslag, redundante backup-processen etc. Op deze wijze is er een oplossing voor het single point of failure.

Dit wordt verwezenlijkt door de uitwisseling van data tussen reken-eenheden en de FT-MPI name service op te vangen aan de rand van elk administratief domein - waar dit qua performantie het meest interessant is en waar meestal ook H2O zich zal bevinden. Dit gebeurt via een zogenaamd proxy-proces (één per administratief domein) - een voorziening die naar de individuele reken-eenheden toe optreedt als plaatsvervanger (Eng.: “proxy”) van de reguliere FT-MPI name service. In werke-
lijkheid worden van daaruit de oproepen gebundeld en doorgestuurd naar de echte name service - de nieuwe, gekozen door de gebruiker zelf. Hiertoe wordt gebruik gemaakt van een Java-technologie genaamd JNDI, een bibliotheek die communicatie met allerlei diverse name (en directory) services ondersteund op basis van een universele interface. Op deze manier kan er vrij gewisseld worden van name service zonder code te moeten veranderen in de proxy. Dankzij H2O integreert dit geheel vloeiend en schaalbaar in de verschillende administratieve domeinen, en wordt platform-onafhankelijkheid gegarandeerd.

Voordelen van deze aanpak is ook dat het bundelen van alle communicatie in de proxy, en de plaatsing van de proxy processen in elk domein laat toe om de communicatie met de echte name service te stroomlijnen, en om repetitieve uitwisselingen te optimaliseren - dit zorgt voor een aanzienlijke ontlasting van de name service als flessenhals, waardoor ook dat probleem van de baan is.

Hiertoe werd een nieuwe techniek uitgewerkt, die gebruik maakt van de atomiciteit van de zogenaamde “bind” operatie in name services (Eng. - dit staat voor het toevoegen, of “binden”, van een nieuwe naam aan de service). Op basis hiervan werd een zogenaamd “unreliable locking” mechanisme uitgewerkt

- locking - Engels voor “afsluiten”, d.w.z. het afsluiten van de name service voor aanpassingen door slechts één partij of actor, hetgeen atomiciteit garandeert zoals in de originele name service

- unreliable - Engels voor “onbetrouwbaar”, omdat we werken via een onbetrouwbaar medium: een netwerk; dit kan op eenderwelk moment onderbroken worden, waardoor een afgesloten name service niet weer ontsloten zou kunnen worden

Om de onbetrouwbaarheid van het netwerk te overleven moeten er twee dingen gegarandeerd worden.

Ten eerste moet ervoor gezorgd worden dat half-afgewerkte samengestelde operaties niet zichtbaar achterblijven in de name service na het optreden van een netwerk- of andere fout. Dit wordt gegarandeerd op basis van gekende technieken zoals copy-on-write, shadow paging en garbage collection. Ten tweede moet er voor worden gezorgd dat een afgesloten name service, die door een fout m.b.t. de huidige actor niet meer ontsloten wordt, na verloop van tijd automatisch ontsloten wordt om zo terug toegankelijk gemaakt te worden voor andere partijen. Dit wordt gerealiseerd door het combineren van timers met tijds-aanduidingen.

Conclusie

Op basis van dit werk kunnen we stellen dat we een valide oplossing hebben voor ons probleem wat betreft de zoektocht naar een mogelijkheid voor het toevoegen van fout-tolerantie aan MPI: FT-MPI, gebruik makende van de referentie-implementatie van UTK, uitgebreid met H2O en de gezamenlijk door DCL en CoMP uitgewerkte oplossing. In de volgende sectie zullen we zien dat er nog een aantal problemen zijn met de FT-MPI specificatie zelf, maar dat deze momenteel omzeild kunnen worden. We zullen ook suggesties bieden om deze tekortkomingen zo elegant mogelijk op te lossen.
A.4. OPLOSSINGEN EN CONCLUSIES

A.4.2 FT-MPI codering

Inleiding
Het nadeel van de FT-MPI aanpak is dat we bestaande MPI programma’s zullen moeten aanpassen, alleszins toch als we willen dat fout-tolerantie beschikbaar is. Het voordeel van deze aanpak is echter dat we fout-tolerantie op maat kunnen voorzien, die zo weinig mogelijk rekenkracht en andere middelen verbruikt en die zo snel mogelijk de parallelle taak terug tot een werkbare staat brengt na het optreden van een fout. In deze sectie zullen we een overzicht geven van het onderzoekswerk dat we gedaan hebben met betrekking tot de stappen die genomen moeten worden om van een bestaand MPI-gebaseerd programma een fout-tolerant FT-MPI programma te maken. Dit werk zal ook licht werpen op een aantal eigenschappen van de FT-MPI specificatie zelf.

Oplossing
Over het verloop van ons onderzoek hebben we een “kookboek” opgesteld van zes stappen, waarin een bestaand MPI programma wordt omgezet naar een FT-MPI programma. Bovendien voegen we hier nog een “recept” van zes volgende stappen bij om een oplossing aan te reiken voor het hierboven omschreven “wacht op synchronisatie”-probleem bij de herstel-procedure.

1. Analyseer de verschillende toestanden waar de software door loopt, maak deze expliciet en breng de overgangen tussen de verschillende toestanden in kaart.

   In FT-MPI kan elke MPI-communicatie leiden tot (1) een succesvolle operatie, (2) een herstelbare fout of (3) een niet-herstelbare fout. Aldus worden er drie types van exclusieve toestand geïntroduceerd in de code: geen fout, herstelbare fout ontdekt of niet herstelbare fout ontdekt. Zolang het programma zich in de eerste toestand bevindt dienen er geen speciale maatregelen genomen te worden. Wanneer een herstelbare fout ontdekt werd dient het programma de nodige maatregelen te nemen om de toestand zo efficiënt mogelijk terug te herstellen tot “geen fout”. Bij een niet-herstelbare fout dient het programma afgesloten te worden. Deze toestandsveranderingen worden afgebakend door MPI-communicatie. Aldus is het mogelijk om het parallel programma te characteriseren als een reeks toestands-transities, van van MPI-oproep tot MPI-oproep, met eventueel nog een aantal logische stappen er tussen voor een beter begrip of efficiëntere werking.

2. Voeg een post-synchronisatie stap toe.

   Vooraleer een proces wordt afgesloten is het noodzakelijk dat alle processen synchroniseren. Dit is nodig omdat tijdens het herstellen van een fout alle processen zich ook moeten synchroniseren. Wanneer er een fout zou optreden op een moment dat al één of meerdere processen zijn afgesloten, zou deze fout dus niet hersteld kunnen worden. Hier komen we later nog op terug.

Door het voorkomen van een fout kan het zijn dat de volgorde - en dus ook de nummering - van de processen in een parallele taak verandert. Daardoor is het beter om in de code zelf geen rechtstreekse proces-nummers te gebruiken. Het aanpassen van de volgorde komt dan eenvoudigweg neer op het aanpassen van de mapping van echte nummers op virtuele nummers, zonder dat de proceslogica zelf moet worden aangepast.


In ABORT moeten alle processen gestopt worden. In de RECOVERY-toestand moeten alle processen terug in een toestand gebracht worden die zowel intern (intra-proces toestand) als in het geheel van de taak (inter-process toestand) consistent is. Hiervoor maken we gebruik van de opdeling in toestanden uit stap 1. Elk proces dient individueel naar één van die toestanden terug te keren, en de verzameling van toestanden moet een consistente super-toestand vormen - hetgeen ons brengt tot de volgende stap...

5. Breng de evolutie van den inter-proces toestand in kaart.

Maak een overzicht van welke verzamelingen van toestanden - over de verschillende processen heen - consistent zijn (m.a.w. leiden tot een valide oplossing). Na RECOVERY moet de gehele parallele taak zich terug bevinden in één van deze toestanden.

6. Bij het uitschrijven van de RECOVERY-procedure:

(a) let er op dat de procedure zelf fout-tolerant is
(b) dit houdt in dat het mogelijkerwijs nodig is om voor de RECOVERY-procedure zelf ook een aantal verschillende toestanden te voorzien waar-tussen getransitioneerd wordt - inclusief een “RECOVERY-RECOVERY”-procedure
(c) over het algemeen wordt dit probleem het gemakkelijkst opgelost door de RECOVERY-procedure te herstarten (dit is wat we zelf hebben gedaan in onze toepassing)
(d) de gemakkelijkste oplossing voor dit probleem is om überhaupt te vermijden dat er MPI-communicatie voorkomt gedurende de RECOVERY-procedure
(e) tijdens RECOVERY moet er ook voor gezorgd worden dat slechts een minimum van de reeds berekende data verloren gaat
(f) de twee bovenstaande doelen zijn niet altijd verenigbaar (ook gedemonstreerd door onze eigen toepassing)

Indien de programmeur deze stappen volgt zou elk op MPI gebaseerd programma omgezet moeten kunnen worden naar een FT-MPI programma. Het enige wat boven-
staande “recept” niet doet is de noodzaak wegnemen om alle processen te laten syn-
chroniseren bij RECOVERY, waarbij enkel naar deze toestand getransitioneerd kan
worden na een MPI-communicatie. Indien deze laatste op zich laat wachten (bvb.
doordat een proces bezig is met rekenen) moeten dus ook alle andere processen
wachten om verder te gaan met RECOVERY.

Dit kan momenteel alleen opgelost worden door “hybride” te gaan werken, d.w.z.
door de message-passing aanpak te combineren met asynchrone (oftewel “multi-
threaded”) programmatie. Nadeel is de grotere complexiteit en het feit dat multi-
threading zo goed als altijd platform-afhankelijk is. Indien de ontwikkelaar dit toch
wenst te implementeren kan dit gedaan worden door het volgende “recept” toe te
voegen aan het voorgaande.

1. Draai berekeningen in een aparte thread.

   Zorg ervoor dat alle langdurige, niet-MPI gerelateerde operaties worden afgew-
erkt in een nieuwe thread. Alle MPI-operaties gebeuren dan in de main thread,
en worden niet geblokkeerd door actieve berekeningen.

2. Gebruik active polling om de status van de parallelle taak te verifiëren.

   Binnen de main thread gaat het proces, gedurende langdurige berekeningen, op
regelmatige basis actief de status van de taak nakijken, zowel als de toestand
van de reken-thread. Dit kan gebeuren, respectievelijk door het gebruik van
MPI non-blocking calls en bvb. het nakijken van door semaforen beschermde
gedeelde variabelen.

3. Wanneer een fout voorvalt wordt dit aldus relatief snel waargenomen

4. De fout kan dusdanig worden opgelost terwijl de berekening in de andere thread
gewoon verder loopt.

5. Evalueer na een fout het nut van de nog lopende berekening

   Mogelijkerwijs zijn de resultaten van deze berekening na RECOVERY niet
langer relevant voor de parallelle taak. In dit geval kan de parallelle reken-
thread worden stilgelegd.

6. Recupereer de resultaten van de reken-thread na voltooiing van de berekening.

   Vergeet niet om dit ook te doen na een eventuele RECOVERY.

Conclusies
Het omzetten van “pure” MPI-gebaseerde software naar FT-MPI is op zich geen
voor de hand liggende zaak, en UTK voorziet geen echte documentatie naar dit
proces toe. Bovendien onthouden er in de voorbeeld-programma’s van UTK zelf een
aantal essentiële maatregelen die genomen zouden moeten worden, meer bepaald de
“RECOVERY-RECOVERY” procedure en de post-synchronisatie.
Op basis van ons praktisch werk hebben wij wel kunnen voorzien in een efficiënte methodiek voor het omzetten van MPI naar FT-MPI. Daarenboven hebben we ook een aantal huidige tekortkomingen in de FT-MPI specificatie blootgelegd.

Eén van de eerste is de nood aan een synchronisatie op het einde van een proces - dit om te voorkomen dat processen reeds afsluiten terwijl er nog andere processen draaien waarin een fout kan optreden. Bij een fout moeten alle processen synchroniseren - als er reeds enkele taken voltooid zijn kunnen deze niet deelnemen aan het synchronisatie-proces en kan er dus niet begonnen worden aan RECOVERY. Bovendien kan het zijn dat deze voltooide processen na het afhandelen van een fout terug actief dienen te worden, en dit is na afsluiting van een proces niet langer mogelijk. Soms kan het voor de duidelijkheid ook nuttig zijn om een pre-synchronisatie stap in te voeren.

De meest voor de hand liggende oplossing om dit op te vangen in FT-MPI lijkt te zijn door MPI_Begin en MPI_Finalize synchroniserend te maken. Dit is in zuivere MPI niet het geval. Door deze ingreep hoeft er geen FT-MPI specifieke oproep toegevoegd te worden aan de specificatie, wat een minimum aan modificatie en een maximum aan compatibiliteit met zich meebrengt.

Een andere probleem is de nood voor synchronisatie na een MPI-communicatie voor RECOVERY. Dit houdt zoals vermeld in dat processen voor recovery allemaal dienen te synchroniseren, en dat de processen zich wel bewust kunnen worden van de fout (en dus de nood voor synchronisatie) via een MPI-oproep. Als de eerstvolgende MPI-oproep in een proces lange tijd op zich laat wachten - bv. omdat het proces aan het rekenen is - moeten alle andere processen ook wachten voor ze aan RECOVERY kunnen beginnen. In ons eigen praktisch werk lossen we dit op via multi-threading, maar deze aanpak is niet erg elegant.

Een oplossing zou zijn om in de FT-MPI specificatie hiervoor asynchrone (non-blocking) oproepen te voorzien in de stijl van de bestaande non-blocking point-to-point communicatie. Dit zorgt voor een elegantere oplossing in de uiteindelijke code, maar vergt wel het toevoegen van nieuwe functies aan de specificatie.

Ook dekt FT-MPI op dit moment alleen nog maar de functionaliteit in MPI-1. Dit heeft als gevolg dat het niet mogelijk is om nieuwe processen toe te voegen aan de parallle taak tijdens het reken-proces, bv. wanneer er nieuwe reken-eenheden beschikbaar komen. Door het uitbreiden van FT-MPI met de MPI-2 “spawn” functionaliteit kan ook dit worden opgevangen, maar dan moet er wel ernstig nagedacht worden op de repercussies van de fout-tolerantie voorwaarde op de andere onderdelen van MPI-2.

Wij zijn van mening dat het toevoegen van de bovenstaande suggesties, of alvast het opnemen ervan in discussie over aanpassingen aan de FT-MPI specificatie, zou leiden tot een noodzakelijk verbetering.

A.4.3 C++ integreren met Fortran 90

Inleiding

Heel wat bestaande wetenschappelijke programmatuur is geschreven in Fortran. Fortran beschikt over een aantal gekende troeven - vooral dan op het gebied van matrix-operaties, maar heeft spijtig genoeg ook te leiden van een aantal ernstige beperkin-
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gen - vooral dan op het gebied van dynamisch geheugen-beheer (dat in Fortran 77 gewoon niet ondersteund wordt) en ondersteuning voor refactoring (door het gebrek aan bepaalde eigenschappen vergelijkbaar met wat we terugvinden in, bv., objectgeoriënteerde talen zoals C++).

Het dynamisch-geheugen probleem is opgelost in Fortran 90, maar met een prijs: in F77 was het vrij gemakkelijk om oproepen te doen vanuit C/C++ naar Fortran en vice-versa. In F90 is dit niet langer triviaal...

Probleemstelling
De reden hiervoor is dat F90 meta-data dient te bewaren over dynamisch gealloceerd geheugen, om programmeurs toe te laten om dynamische arrays uit te wisselen met functies met een open array in hun argumenten-lijst en om de compiler toe te laten om matrix-achtige operaties te blijven optimaliseren. Het probleem is specifiek dat deze meta-data - die tijdens run-time wordt opgeslagen in een zgn. “dope-vector” - verborgen wordt gehouden van de gebruiker. Bovendien is de structuur van deze meta-data compiler-afhankelijk.

Oplossing
Om de problemen aan te pakken die ontstaan bij een poging om F90 dope-vectors uit te wisselen met C++ hebben we de *arrays.h* bibliotheek ontwikkeld. Deze laat toe om dynamische geheugen-structuren uit te wisselen met F90 door het inclueren van een header-file in C++ en linken met de binaire vorm van de bibliotheek. Deze oplossing laat de gebruiker toe om te kiezen uit een schare van opties met betrekking tot de verhouding performantie / compiler-onafhankelijkheid, op basis van de noden van elk project. Om dit te realiseren wordt er extensief gebruik gemaakt van C++ template meta-programmatie technieken voor optimalisatie, overal waar dit mogelijk is.

Conclusie
Afhankelijk van de keuze van de ontwikkelaar kan code op basis van *arrays.h* werken aan een snelheid dichtbij de snelheid van effectieve C-arrays, met de toegevoegde waarde dat de gebruiker kan kiezen om te werken met Fortran-array semantiek - d.w.z.: column-major ordering, elementen accederen op basis van “(i)” i.p.v. “[i]” etc. Dankzij het template mechanisme in C++, dat de mogelijkheid biedt tot generieke en generatieve programmatie, is hiervoor geen extra werk benodigd in C++. Gegeven een afdoende verzameling van vooraf geschreven “glue-code” zou het mogelijk moeten zijn om extra werk in Fortran ook te vermijden (dit hangt o.a. samen met het feit dat in Fortran arrays beperkt worden tot zeven dimensies).

A.5 Besluit

Op basis van onze noden: het ontwikkelen van een betaalbaar MPI-gebaseerd parallel reken-platform voor kleine onderzoeksgroepen met beperkte financiële middelen, hebben we een drie-tal vragen vooropgesteld waarvoor een antwoord nodig is willen
we dit plan realiseren. Over het verloop van de voorgaande sectie hebben we één voor één voorzien in een antwoord op deze onderzoeksvragen. Een overzicht:

1. **Betreft MPI implementaties**: wat zijn op dit moment de opties om tóch fout-tolerantie toe te voegen aan het reken-proces, en wat moet er op dit gebied nog gedaan worden om van MPI een geheel valide optie te maken voor parallelle berekeningen op fout-gevoeligere parallelle hardware?

   De enige realistische oplossing voor het type van hardware-platformen dat wij in beschouwing nemen is FT-MPI van de University of Tennessee, Knoxville (UTK). UTK voorziet zowel in de specificatie voor FT-MPI als een referentie-implementatie ervan. Met beide zijn er een aantal problemen die nog dienen opgelost te worden. Voor de praktische problemen - een flessenhals en single point of failure - ontwikkelden we een oplossing in samenwerking met het Distributed Computing Lab van Emory University in Atlanta - Georgia (Emory-DCL). Voor de problemen met de specificatie in haar huidige vorm presenteren we een aantal voorstellen tot oplossing. Mits een aantal conventies kan er momenteel grosso-modo rond deze beperkingen heen worden gewerkt.

2. **Betreft MPI-gebaseerde software**: gegeven een MPI implementatie met ondersteuning voor fout-tolerantie - welke stappen dienen er ondernomen te worden om deze software fout-tolerant te maken; is het mogelijk om een relatief algemeen “receptenboek” te schrijven voor het fout-tolerant maken van bestaande MPI-gebaseerde software, en hoe zou dit er uit zien?

   Op basis van FT-MPI hebben we een “kookboek” uitgewerkt met twee “recepten”. Eén “basis-recept” om pure MPI-gebaseerde code om te zetten in FT-MPI gebaseerde code, en een toegevoegd recept om synchronisatie-problemen op te lossen indien dit gewenst is. Het laatste recept voegt wel aanzienlijke complexiteit toe aan de code, en onder onze voorstellen ter verbetering van de specificatie voorzien we dan ook een voorstel om dit punt aan te pakken.

3. **Betreft Fortran legacy-code**: is het mogelijk om op een gebruikersvriendelijke wijze Fortran - specifiek Fortran90 - code te integreren met C++ code, en wat dient hiervoor te worden gedaan?

   Ja - het is mogelijk om op relatief gebruikersvriendelijke wijze te voorzien in een middel om functie-oproepen te overbruggen tussen C++ en F90. Om dit aan te tonen schreven wij de bibliotheek *arrays.h*, die voorziet in de middelen om arrays en pointers naar arrays (het belangrijkste struikelblok) uit te wisselen tussen de twee talen. Door de gebruiker een ruime waaier aan keuze te laten bij het gebruik van deze bibliotheek kan deze maximaal optimaliseren op maat van zijn eigen noden.

Hiermee zijn een aantal ernstige vragen op de zoektocht naar meer rekenkracht - voor een beperkt budget - uit de weg geruimd, met behoud van opties zoals uitwissel-
baarheid van code, flexibiliteit met het oog op refactoring en vergelijkbare argumenten.


[10] SETI@HOME Project. Online at http://setiathome.ssl.berkeley.edu, Space Sciences Laboratory, University of California Berkeley, USA


[57] A. Geist and C. Engelmann. Development of naturally fault tolerant algorithms for computing on 100,000 processors. In Journal of Parallel and Distributed Computing, to be published


[79] C - Fortran linking: http://arnholm.org/software/cppf77/cppf77.htm#Section3.5.2

[80] D. Abrahams and A. Gurtovoy. C++ Template Metaprogramming: Concepts, Tools and


[82] The Blitz++ Library: http://www.oonumerics.org/blitz/


[85] The Boost C++ Library: http://www.boost.org/


