I. INTRODUCTION

The inclusive cross section for jets produced with high transverse momenta in proton-proton collisions is described by quantum chromodynamics (QCD) in terms of parton-parton scattering. The partonic cross section $\hat{\sigma}_{\text{jet}}$ is convolved with the parton distribution functions (PDFs) of the proton and is computed in perturbative QCD (pQCD) as an expansion in powers of the strong coupling constant, $\alpha_S$. In practice, the complexity of the calculations requires a truncation of the series after a few terms. Next-to-leading-order (NLO) calculations of inclusive jet and dijet production were carried out in the early 1990s \cite{1,2,3}, and more recently, progress towards next-to-next-to-leading-order (NNLO) calculations has been reported \cite{4}. Jet cross sections at the parton level are not well defined unless one uses a jet algorithm that is safe from collinear and infrared divergences, i.e., an algorithm that produces a cluster result that does not change in the presence of soft gluon emissions or collinear splittings of partons. Analyses conducted with LHC data employ the anti-$k_T$ jet algorithm \cite{5}, which is collinear and infrared safe. At the Tevatron, however, only a subset of analyses done with the $k_T$ jet algorithm \cite{6,7,8,9} are collinear and infrared safe. Nonetheless, the inclusive jet measurements with jet size parameters $R$ on the order of unity performed by the CDF \cite{10,11,12} and D0 \cite{13,14,15} Collaborations at 1.8 and 1.96 TeV center-of-mass energies are well described by NLO QCD calculations. Even though calculations at NLO provide at most three partons in the final state for jet clustering, measurements with somewhat smaller anti-$k_T$ jet radii of $R = 0.4$ up to 0.7 by the ATLAS \cite{16,17}, CMS \cite{18,19,20}, and ALICE \cite{21} Collaborations are equally well characterized for 2.76 and 7 TeV center-of-mass energies at the LHC.

The relative normalization of measured cross sections and theoretical predictions for different jet radii $R$ exhibits a dependence on $R$. This effect has been investigated theoretically in Refs. \cite{22,23}, where it was found that, in a collinear approximation, the impact of perturbative radiation and of the nonperturbative effects of hadronization and the underlying event on jet transverse momenta scales for small $R$ roughly with $\ln R$, $-1/R$, and $R^2$ respectively. As a consequence, the choice of the jet radius parameter $R$ determines which aspects of jet formation are emphasized. In order to gain insight into the interplay of these effects, Ref. \cite{22} suggested a study of the relative difference between inclusive jet cross sections that emerge from two different jet definitions:

$$\left( \frac{d\sigma_{\text{alt}}}{dp_T} - \frac{d\sigma_{\text{ref}}}{dp_T} \right) / \left( \frac{d\sigma_{\text{ref}}}{dp_T} \right) = R(\text{alt}, \text{ref}) - 1. \quad (1)$$

Different jet algorithms applied to leading-order (LO) two-parton final states lead to identical results, provided partons in opposite hemispheres are not clustered together. Therefore, the numerator differs from zero only for three or more partons, and the quantity defined in Eq. (1) defines a three-jet observable that is calculable to NLO with terms up to $\alpha_s^4$ with NLOJET++ \cite{24,25} as demonstrated in Ref. \cite{26}.

The analysis presented here focuses on the study of the jet radius ratio, $R(0.5, 0.7)$, as a function of the jet $p_T$ and rapidity $y$, using the anti-$k_T$ jet algorithm with $R = 0.5$ as the alternative and $R = 0.7$ as the reference jet radius. It is expected that QCD radiation reduces this ratio below unity and that the effect vanishes with the increasing collimation of jets at high $p_T$. 
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The LO Monte Carlo (MC) event generators PYTHIA6 [27] and HERWIG++ [28] are used as a basis for comparison, including parton showers (PS) and models for hadronization and the underlying event. As in the previous publication [20], they are also used to derive nonperturbative (NP) correction factors for the fixed-order predictions, which will be denoted LO ⊗ NP and NLO ⊗ NP as appropriate. In addition, jet production as predicted with POWHEG at NLO [29] and matched to the PS of PYTHIA6 is compared to measurements.

A similar study has been performed by the ALICE Collaboration [21], and the ZEUS Collaboration at the HERA collider investigated the jet ratio as defined with two different jet algorithms [30]. Comparisons to predictions involving POWHEG have been presented previously by ATLAS [16].

II. THE CMS DETECTOR

A detailed description of the CMS experiment can be found elsewhere [31]. The CMS coordinate system has the origin at the center of the detector. The $z$ axis points along the direction of the counterclockwise beam, with the transverse plane perpendicular to the beam. Azimuthal angle is denoted $\phi$, polar angle $\theta$ and pseudorapidity is defined as $\eta \equiv -\ln(\tan(\theta/2))$.

The central feature of the CMS apparatus is a superconducting solenoid, of 6 m internal diameter, providing a field of 3.8 T. Within the field volume are a silicon pixel and strip tracker, a crystal electromagnetic calorimeter (ECAL) and a sampling hadron calorimeter (HCAL). The ECAL is made up of lead tungstate crystals, while the HCAL is made up of layers of plates of brass and plastic scintillator. These calorimeters provide coverage up to $|\eta| < 3.0$. An iron and quartz-fiber Cherenkov hadron forward (HF) calorimeter covers $3.0 < |\eta| < 5.0$. The muons are measured in the range $|\eta| < 2.4$, with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers.

III. JET RECONSTRUCTION

The particle-flow (PF) event reconstruction algorithm is meant to reconstruct and identify each single particle with an optimal combination of all subdetector information [32]. The energy of photons is directly obtained from the ECAL measurement, corrected for zero-suppression effects. The energy of electrons is determined from a combination of the track momentum at the main interaction vertex, the corresponding ECAL cluster energy, and the energy sum of all bremsstrahlung photons attached to the track. Muons are identified with the muon system and their energy is obtained from the corresponding track momentum. The energy of charged hadrons is determined from a combination of the track momentum and the corresponding ECAL and HCAL energy, corrected for zero-suppression effects, and calibrated for the nonlinear response of the calorimeters. Finally the energy of neutral hadrons is obtained from the corresponding calibrated ECAL and HCAL energy.

Jets are reconstructed offline from the PF objects, clustered by the anti-$k_T$ algorithm with jet radius $R = 0.5$ and 0.7 using the FastJet package [33]. The jet momentum is determined as the vectorial sum of all particle momenta in the jet. An offset correction is applied to take into account the extra energy clustered into jets due to additional proton-proton interactions within the same bunch crossing. Jet energy corrections are derived from the simulation separately for $R = 0.5$ and 0.7 jets, and are confirmed by in situ measurements with the energy balance of dijet, $Z +$ jet, and photon + jet events using the missing $E_T$ projection fraction method, which is independent of the jet clustering algorithm [34]. Additional selection criteria are applied to each event to remove spurious jet-like features originating from isolated noise patterns in certain HCAL regions.

The offset correction is particularly important for the jet radius ratio analysis, because it scales with the jet area, which is on average twice as large for $R = 0.7$ jets than for 0.5 jets, while most other jet energy uncertainties cancel out. The offset subtraction is performed with the hybrid jet area method presented in Ref. [34]. In the original jet area method [35] the offset is calculated as a product of the global energy density $\rho$ and the jet area $A_{jet}$, both of which are determined using FastJet. In the hybrid method $\rho$ is corrected for (1) the experimentally determined $\eta$ dependence of the offset energy density using minimum bias data, (2) the underlying event energy density using dijet data, and (3) the difference in offset energy density inside and outside of the jet cone using simulation.

The average number of pileup interactions in 2011 was between 7.4 and 10.3, depending on the trigger conditions (as discussed in Sec. VA). This corresponds to between 5.6 and 7.5 good, reconstructed vertices, amounting to a pileup vertex reconstruction and identification efficiency of about 60%–65%. The global average energy density $\rho$ was between 4.8 and 6.2 GeV/\text{rad}^2, averaging to about 0.5 GeV/\text{rad}^2 per pileup interaction on top of 1.5 GeV/\text{rad}^2 for the underlying event, noise, and out-of-time contributions. The anti-$k_T$ jet areas are well approximated by $\pi R^2$ and are about 0.8 and 1.5 \text{rad}^2 for $R = 0.5$ and 0.7, respectively. This sets the typical offset in the range of 3.8–4.9 GeV (7.2–9.3 GeV) for $R = 0.5$ (0.7). Most of the pileup offset is due to collisions within the same bunch crossing, with lesser contributions from neighboring bunch crossings, i.e. out-of-time pileup.

IV. MONTE CARLO MODELS AND THEORETICAL CALCULATIONS

Three MC generators are used for simulating events and for theoretical predictions:
V. MEASUREMENT OF DIFFERENTIAL INCLUDING JET CROSS SECTIONS

The measurement of the jet radius ratio $\mathcal{R}(0.5,0.7)$ is calculated by forming the ratio of two separate measurements of the differential jet cross sections with the anti-$k_T$ clustering parameters $R = 0.5$ and $0.7$. These measurements are reported in six 0.5-wide bins of absolute rapidity for $|y| < 3.0$ starting from $p_T > 56$ GeV for the lowest single jet trigger threshold. The methods used in this paper closely follow those presented in Ref. [20] for $R = 0.7$, and the results fully agree with the earlier publication within the overlapping phase space. The results for $R = 0.5$ also agree with the earlier CMS publication [18] within statistical and systematic uncertainties. Particular care is taken to ensure that any residual biases in the $R = 0.5$ and 0.7 measurements cancel for the jet radius ratio, whether coming from the jet energy scale, jet resolutions, unfolding, trigger, or the integrated luminosity measurement. The statistical correlations between the two measurements are properly taken into account, and are propagated to the final uncertainty estimates for the jet radius ratio $\mathcal{R}$.

A. Data samples and event selection

Events were collected online with a two-tiered trigger system, consisting of a hardware level-1 and a software high-level trigger (HLT). The jet algorithm run by the trigger uses the energies measured in the ECAL, HCAL, and HF calorimeters. The anti-$k_T$ clustering with radius parameter $R = 0.5$ is used as implemented in the FASTJet package. The data samples used for this measurement were collected with single-jet HLT triggers, where in each event at least one $R = 0.5$ jet, measured from calorimetric energies alone, is required to exceed a minimal $p_T$ as listed in Table I. The triggers with low $p_T$ thresholds have been prescaled to limit the trigger rates, which means that they correspond to a lower integrated luminosity $\mathcal{L}_{\text{int}}$, as shown in Table I.

The $p_T$ thresholds in the later analysis are substantially higher than in the HLT to account for differences between jets measured with only the calorimetric detectors and PF jets. For each trigger threshold the efficiency turn-on as a function of $p_T$ for the larger radius parameter $R = 0.7$ is less sharp than for $R = 0.5$. This is caused by potential splits of one $R = 0.7$ jet into two $R = 0.5$ jets and by additional smearing from pileup for the larger cone size. The selection criteria ensure trigger efficiencies above 97% (98.5%) for $R = 0.7$ at $p_T = 56$ GeV ($p_T > 114$ GeV as in Ref. [20]) and above 99.5% for $R = 0.5$ at $p_T = 56$ GeV. The analysis $p_T$ thresholds, which closely follow those reported in Ref. [20], are reproduced in Table I.

B. Measurement of the cross sections and jet radius ratio

The jet $p_T$ spectrum is obtained by populating each bin with the number of jets from the events collected with the

<table>
<thead>
<tr>
<th>$p_T$ threshold (GeV)</th>
<th>30</th>
<th>60</th>
<th>110</th>
<th>190</th>
<th>240</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum $p_T$ for analysis (GeV)</td>
<td>56</td>
<td>97</td>
<td>174</td>
<td>300</td>
<td>362</td>
<td>507</td>
</tr>
<tr>
<td>$\mathcal{L}_{\text{int}}$ (pb$^{-1}$)</td>
<td>0.0149</td>
<td>0.399</td>
<td>7.12</td>
<td>150</td>
<td>513</td>
<td>4960</td>
</tr>
</tbody>
</table>
associated trigger as described in the previous section. The yields collected with each trigger are then scaled according to the respective integrated luminosity as shown in Table I.

The observed inclusive jet yields are transformed into a double-differential cross section as follows:

$$\frac{d^2\hat{\sigma}}{dp_T dy} = \frac{1}{\epsilon \cdot L_{\text{int}} \Delta p_T \Delta y} N_{\text{jets}},$$

where $N_{\text{jets}}$ is the number of jets in the bin, $L_{\text{int}}$ is the integrated luminosity of the data sample from which the events are taken, $\epsilon$ is the product of the trigger and event selection efficiencies, and $\Delta p_T$ and $\Delta y$ are the transverse momentum and rapidity bin widths, respectively. The widths of the $p_T$ bins are proportional to the $p_T$ resolution and thus increase with $p_T$.

Because of the detector resolution and the steeply falling spectra, the measured cross sections ($\bar{\sigma}$) are smeared with respect to the particle-level cross sections ($\sigma$). Gaussian smearing functions are obtained from the detector simulation and are used to correct for the measured differences in the resolution between data and simulation [34]. These $p_T$-dependent resolutions are folded with the NLO $\otimes$ NP theory predictions, and are then used to calculate the response matrices for jet $p_T$. The unfolding is done with the RooUNFOLD package [54] using the D’Agostini method [55]. The unfolding reduces the measured cross sections at $|y| < 2.5$ ($2.5 \leq |y| < 3.0$) by 5%–20% (15%–30%) for $R = 0.5$ and $R = 0.7$. The large unfolding factor at $2.5 \leq |y| < 3.0$ is a consequence of the steep $p_T$ spectrum combined with the poor $p_T$ resolution in the region outside the tracking coverage. The larger unfolding factor for $R = 0.7$ than for $R = 0.5$ at $p_T < 100$ GeV is caused by the fact that jets with a larger cone size are more affected by smearing from pileup.

The unfolding procedure is cross-checked against two alternative methods. First, the NLO $\otimes$ NP theory is smeared using the smearing function and compared to the measured data. Second, the RooUNFOLD implementation of the singular-value decomposition (SVD) method [56] is used to unshear the data. All three results (D’Agostini method, forward smearing, and SVD method) agree within uncertainties.

The unfolded inclusive jet cross section measurements with $R = 0.5$ and 0.7 are shown in Fig. 1. Figure 2 shows the ratio of data to the NLO $\otimes$ NP theory prediction using the CT10 NLO PDF set [57]. The data agree with theory within uncertainties for both jet radii. For $R = 0.5$ the new measurements benefit from significantly improved jet energy scale (JES) uncertainties compared to the previous one [18] and the much larger data sample used in this analysis increases the number of jets available at high $p_T$. Contrarily, at low $p_T$ the larger single jet trigger prescales reduce the available number of jets. For $R = 0.7$ the data set is identical to Ref. [20], but the measurement is extended to lower $p_T$ and to higher rapidity. The total uncertainties in this analysis are reduced with respect to the previous one as discussed in Section V C1.

The jet radius ratio, $R(0.5, 0.7) = \sigma_5/\sigma_7$, is obtained from the bin-by-bin quotient of the unfolded cross sections, $\sigma_5$ and $\sigma_7$, for $R = 0.5$ and 0.7, respectively. The statistical uncertainty is calculated separately to account for the correlation between the two measurements. The details of the error propagation are discussed in Appendix A.

C. Systematic uncertainties

The main uncertainty sources and their impact is summarised in Table II. The dominant experimental uncertainties come from the subtraction of the pileup offset in the JES correction and the jet $p_T$ resolution. The total systematic uncertainty on $R(0.5, 0.7)$ varies from about

![FIG. 1 (color online). Unfolded inclusive jet cross section with anti-$k_T$ $R = 0.5$ (left) and 0.7 (right) compared to an NLO $\otimes$ NP theory prediction using the CT10 NLO PDF set. The renormalization ($\mu_R$) and factorization ($\mu_F$) scales are defined to be the transverse momentum $p_T$ of the jets.](attachment:image.png)
0.4% at $p_T = 1$ TeV to 2% at $p_T = 60$ GeV for $|y| < 0.5$, and from about 1.5% at $p_T = 600$ GeV to 3.5% at $p_T = 60$ GeV for $2.0 \leq |y| < 2.5$. Outside the tracker coverage at $2.5 \leq |y| < 3.0$, the uncertainty increases to between 3% at $p_T = 300$ GeV and 8% at $p_T = 60$ GeV. The statistical uncertainties vary from a few per mil to a couple of percent except at the highest $p_T$ (around the TeV scale), where they grow to 10%. The theory uncertainties amount typically to 1% to 2%, depending on the region. They are composed of

- the scale dependence of the fixed-order perturbative calculations, of the uncertainties in the PDFs, of the non-perturbative effects, and of the statistical uncertainty in the cross section ratio prediction.

- The luminosity uncertainty, which is relevant for the individual cross section measurements, cancels out in the jet radius ratio, as do most jet energy scale systematic uncertainties except for the pileup corrections. The trigger efficiency, while almost negligible for separate cross
section measurements, becomes relevant for the jet radius ratio when other larger systematic effects cancel out and the correlations reduce the statistical uncertainty in the ratio. Other sources of systematic uncertainty, such as the jet angular resolution, are negligible.

The trigger efficiency uncertainty and the quadratic sum of all almost negligible sources are assumed to be fully uncorrelated versus \( p_T \) and \( y \). The remaining sources are assumed to be fully correlated versus \( p_T \) and \( y \) within three separate rapidity regions, but uncorrelated between these regions: barrel (\(|y| < 1.5\)), endcap (1.5 \( \leq |y| < 2.5\)), and outside the tracking coverage (2.5 \( \leq |y| < 3.0\)).

### 1. Pileup uncertainty

The JES is the dominant source of systematic uncertainty for the inclusive jet cross sections, but because the \( R = 0.5 \) and 0.7 jets are usually reconstructed with very similar \( p_T \), the JES uncertainty nearly cancels out in the ratio. A notable exception is the pileup offset uncertainty, because the correction, and therefore the uncertainty, is twice as large for the \( R = 0.7 \) jets as for the \( R = 0.5 \) jets. The pileup uncertainty is the dominant systematic uncertainty in this analysis over most of the phase space.

The JES pileup uncertainties cover differences in offset observed between data and simulation, differences in the instantaneous luminosity profile between the single jet triggers, and the \( \hat{\sigma} \) stability versus the instantaneous luminosity, which may indicate residual pileup-dependent biases. The earlier CMS analysis [18] also included JES uncertainties based on simulation for the \( p_T \) dependence of the offset and the difference between the reconstructed offset and the true offset at \( p_T \sim 30 \text{ GeV} \). These uncertainties could be removed for the jet radius ratio analysis because of improvements in the simulation.

The leading systematic uncertainty for \(|y| < 2.5\) is the stability of \( \hat{\sigma} \) versus the instantaneous luminosity, while for \(|y| \geq 2.5\) the differences between data and simulation are dominant. The \( \hat{\sigma} \) stability uncertainty contributes 0.4%–2% at \(|y| < 0.5\) and 1%–2% at \(2.0 \leq |y| < 3.0\), with the uncertainty increasing towards lower \( p_T \) and higher rapidity. The data/MC differences contribute 0.5%–1.5% at \(2.0 \leq |y| < 2.5\) and 2%–5% at \(2.5 \leq |y| < 3.0\), and increase towards low \( p_T \). They are small or negligible for lower rapidities. Differences in the instantaneous luminosity profile contribute less than about 0.5% in the barrel at \(|y| < 1.5\), and are about the same size as the data/MC differences in the end caps within tracker coverage at 1.5 \( \leq |y| < 2.5\). Outside the tracker coverage at \(2.5 \leq |y| < 3.0\) they contribute 1.0%–2.5%.

The uncertainty sources are assumed fully correlated between \( R = 0.5 \) and 0.7, and are simultaneously propagated to the \( R = 0.5 \) and 0.7 spectra before taking the jet radius ratio, one source at a time.

### 2. Unfolding uncertainty

The unfolding correction depends on the jet energy resolution (JER) and the \( p_T \) spectrum slope. For the inclusive jet \( p_T \) spectrum, the relative JER uncertainty varies between 5% and 15% (30%) for \(|y| < 2.5 \( 2.5 \leq |y| < 3.0\).

The JER uncertainty is propagated by smearing the NLO \( \otimes \) NP cross section with smaller and larger values of the JER, and comparing the resulting cross sections with the cross sections smeared with the nominal JER. The relative JER uncertainty is treated as fully correlated between \( R = 0.5 \) and 0.7, and thus the uncertainty mostly cancels for the jet radius ratio. Some residual uncertainty remains mainly at \( p_T < 100 \text{ GeV} \), where the magnitude of the JER differs between \( R = 0.5 \) and 0.7, because of additional smearing for the larger cone size from the pileup offset. The unfolding uncertainty at \( p_T = 60 \text{ GeV} \) varies between about 1% for \(|y| < 0.5\), 2% for \(2.0 \leq |y| < 2.5\), and 5%–7% for \(2.5 \leq |y| < 3.0\). It quickly decreases to a sub-dominant uncertainty for \( p_T = 100 \text{ GeV} \) and upwards, and is practically negligible for \( p_T > 200 \text{ GeV} \) in all rapidity bins.

### 3. Trigger efficiency uncertainty

The trigger turn-on curves for \( R = 0.7 \) are less steep than for \( R = 0.5 \), which leads to relative inefficiencies near the trigger \( p_T \) thresholds. The trigger efficiencies are estimated in simulation by applying the trigger \( p_T \) selections to \( R = 0.5 \) jets measured in the calorimeters, and comparing the results of a tag-and-probe method [58] for data and MC. The tag jet is required to have 100% trigger efficiency, while the unbiased PF probe jet is matched to a \( R = 0.5 \) jet measured by the calorimetric detectors to evaluate the trigger efficiency. Differences between data and MC trigger efficiencies are at most 0.5%–1.5% and are taken as a systematic uncertainty, assumed to be fully correlated between bins in \( p_T \) and \( y \).

The maximum values of the trigger uncertainty are found near the steep part of the trigger turn-on curves, which are also the bins with the smallest statistical uncertainty. For the other bins the trigger uncertainty is small or negligible compared to the statistical uncertainty. Adding the trigger and the statistical contributions in quadrature results in a total uncorrelated uncertainty of 0.5%–2.0% for most \( p_T \) bins, except at the highest \( p_T \).

### 4. Theory uncertainties in the NLO pQCD predictions

The scale uncertainty due to the missing orders beyond NLO is estimated with the conventional recipe of varying...
the renormalization and factorization scales in the pQCD calculation for the cross section ratio $R(0.5, 0.7)$. Six variations around the default choice of $\mu_R = \mu_F = \sqrt{p_T}$ for each jet are considered: $(\mu_R/p_T, \mu_F/p_T) = (0.5, 0.5), (2, 2), (1, 0.5), (1, 2), (0.5, 1), (2, 1)$. The maximal deviation of the six points is considered as the total uncertainty.

The PDF uncertainty is evaluated by using the eigenvectors of the CT10 NLO PDF set [57] for both cross sections, with $R = 0.5$ and 0.7. The total PDF uncertainty is propagated to $R(0.5, 0.7)$ by considering it fully correlated between $R = 0.5$ and 0.7. The uncertainty induced by the strong coupling constant is of the order of 1%–2% for individual cross sections and vanishes nearly completely in the ratio.

The uncertainty caused by the modeling of nonperturbative effects is estimated by taking half the difference of the PYTHIA6 and HERWIG++ predictions.

The scale uncertainty of the cross sections exceeds 5% and can grow up to 40% in the forward region, but it cancels in the ratio and can get as small as 1%–2%. It is, nevertheless, the overall dominant theoretical uncertainty for the ratio analysis. Similarly, the PDF uncertainty for the ratio is very small, while the NP uncertainty remains important at low $p_T$, since it is sensitive to the difference in jet area between $R = 0.5$ and 0.7 jets. Finally, the

![Figure 3](color online). Jet radius ratio $R(0.5, 0.7)$ in six rapidity bins up to $|y| = 3.0$, compared to LO and NLO with and without NP corrections (upper panel) and versus NLO $\otimes$ NP and MC predictions (lower panel). The error bars on the data points represent the statistical and uncorrelated systematic uncertainty added in quadrature, and the shaded bands represent correlated systematic uncertainty. The NLO calculation was provided by G. Soyez [26].
VI. RESULTS

The results for the jet radius ratio $R(0.5,0.7)$ are presented for all six bins of rapidity in Fig. 3. Each source of systematic uncertainty is assumed to be fully correlated between the $R = 0.5$ and 0.7 cross section measurements, which is supported by closure tests. Systematic uncertainties from the trigger efficiency and a number of other small sources are considered as uncorrelated and are added in quadrature into a single uncorrelated systematic source. The statistical uncertainty is propagated from the $R = 0.5$ and 0.7 measurements taking into account the correlations induced by jet reconstruction, dijet events, and unfolding. The uncorrelated systematic uncertainty and the diagonal component of the statistical uncertainty are added in quadrature for display purposes to give the total uncorrelated uncertainty, as opposed to the correlated systematic uncertainty.

In the central region, $|y| < 2.5$, which benefits from the tracker coverage, the systematic uncertainties are small and strongly correlated between different $y$ bins. In contrast, the forward region, $2.5 \leq |y| < 3.0$, relies mainly on the calorimeter information and suffers from larger uncertainties. The central and forward regions are uncorrelated in terms of systematic uncertainties.

The jet radius ratio does not exhibit a significant rapidity dependence. The ratio rises toward unity with increasing $p_T$. From the comparison to pQCD in the upper panel of Fig. 3 one concludes that in the inner rapidity region of $|y| < 2.5$, the theory is systematically above the data with little rapidity dependence, while the NLO $\otimes$ NP prediction is closer to the data than the LO $\otimes$ NP one. The pQCD predictions without nonperturbative corrections are in clear disagreement with the data. Nonperturbative effects are significant for $p_T < 1$ TeV, but they are expected to be reliably estimated using the latest tunes of PYTHIA6 and HERWIG++, for which the nonperturbative corrections agree. Because of the much larger uncertainties in the outer rapidity region with $2.5 \leq |y| < 3.0$, no distinction between predictions can be made except for pure LO and NLO, which also here lie systematically above the data.

In the lower panel of Fig. 3 the data are compared to different Monte Carlo predictions. The best overall agreement is provided by POWHEG+PYTHIA6. Comparing the parton showering predictions of PYTHIA6 and HERWIG++ to data exhibits agreement across some regions of phase space, and disagreement in other regions. The PYTHIA6 tune Z2 prediction agrees with data at the low $p_T$ end of the measurement, where nonperturbative effects dominate. This is where PYTHIA6 benefits most from having been tuned to the LHC underlying event data. The HERWIG++ predictions, on the other hand, are in disagreement with the low $p_T$ data, which is expected to be primarily due to the limitations of the underlying event tune 2.3 in HERWIG++. This disagreement between the underlying event in data and HERWIG++ has been directly verified by observing that for the same pileup conditions the energy density $\rho$ [35] is larger by 0.3 GeV/GeV rad$^2$ in HERWIG++ than in data, while PYTHIA6 describes well the energy density in data. At higher $p_T$ the situation is reversed, with HERWIG++ describing the data and PYTHIA6 disagreeing. This fact might be related to the better ability of HERWIG++ to describe the high-$p_T$ jet substructure with respect to PYTHIA6 [59].

VII. SUMMARY

The inclusive jet cross section has been measured for two different jet radii, $R = 0.5$ and 0.7, as a function of the jet rapidity $y$ and transverse momentum $p_T$. Special care has been taken to fully account for correlations when the jet radius ratio $R(0.5,0.7)$ is derived from these measurements. Although the cross sections themselves can be described within the theoretical and experimental uncertainties by predictions of pQCD at NLO (including terms up to $\alpha^3_s$), this is not the case for the ratio $R(0.5,0.7)$. The cancellation of systematic uncertainties in the ratio poses a more stringent test of the theoretical predictions than the individual cross section measurements do. For this three-jet observable $R(0.5,0.7)$, which looks in detail into the pattern of QCD radiation, NLO (including terms up to $\alpha^3_s$), even when complemented with nonperturbative corrections, is in clear disagreement with the data. This is not unexpected, since at most four partons are available at this order to characterize any $R$ dependence.

The MC event generators PYTHIA6 and HERWIG++, which rely on parton showers to describe three-jet observables, are in better accord with the measured jet radius ratio $R(0.5,0.7)$ than the fixed-order predictions. The best description of this ratio is obtained by matching the cross section prediction at NLO with parton showers, as studied here using POWHEG with PYTHIA6 for the showering, underlying event, and hadronization parts. The observations above hold for all regions with $|y| < 2.5$, while for $|y| \geq 2.5$ the experimental uncertainty limits the ability to discriminate between different predictions.

In summary, it has been demonstrated that jet radius $R$ dependent effects, measurable in data, require pQCD predictions with at least one order higher than NLO or a combination of NLO cross sections matched to parton shower models to be sufficiently characterized by theory.
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Appendix: Error Propagation

The procedure of extracting from data the jet radius ratio \( R(0.5,0.7) \) and its covariance matrix consists of the following steps: the data are in the form of exclusive jet radius–pair production cross sections \( m_{\rho\rho}^{ij} \), \( m_{\rho\rho}^{ij} \), \( m_{\rho\rho}^{ij} \), for jet radius pairs \( R = 0.5, 0.7 \), \( R = 0.5, 0.5 \), and \( R = 0.7, 0.7 \), respectively, with given number \( q \) and \( p \) of jets in \( p_T \) bins with indices \( i \) and \( j \), respectively. From these the inclusive jet cross sections \( \tilde{\sigma}_5 \) and \( \tilde{\sigma}_7 \) are extracted as functions of \( p_T \), using

\[
\tilde{\sigma}_{5,i} = \sum_{p,q} p \cdot m_{\rho\rho}^{ij} \quad \sum_{p,q} p \cdot m_{\rho\rho}^{ij},
\]

for any \( j \).

\[
\tilde{\sigma}_{7,j} = \sum_{p,q} q \cdot m_{\rho\rho}^{ij} \quad \sum_{p,q} q \cdot m_{\rho\rho}^{ij},
\]

for any \( i \).

As a result of unfolding, \( \tilde{\sigma}_5 \) and \( \tilde{\sigma}_7 \) are converted into particle-level cross sections \( \sigma_5 \) and \( \sigma_7 \), from which the jet radius ratio \( R(0.5,0.7) \) is computed for each \( p_T \) bin.
The error propagation can be summarized in matrix notation:

\[
W_{55,ij} = \sum_{p,q} pq \cdot \text{Var}[m_{5,pq}^{ij}],
\]

\[
W_{77,ij} = \sum_{p,q} pq \cdot \text{Var}[m_{7,pq}^{ij}],
\]

\[
W_{57,ij} = \sum_{p,q} pq \cdot \text{Var}[m_{5,7,pq}^{ij}],
\]

(A2)

\[
B_{5,ij} = \frac{\partial \sigma_{5,i}}{\partial \sigma_{5,j}},
\]

\[
B_{7,ij} = \frac{\partial \sigma_{7,i}}{\partial \sigma_{7,j}}
\]

(evaluated numerically)

(A3)

\[
V_{55} = B_{5}W_{55}B_{5}^T,
\]

\[
V_{77} = B_{7}W_{77}B_{7}^T,
\]

\[
V_{57} = B_{5}W_{57}B_{7}^T,
\]

(A4)

giving

\[
V = \begin{bmatrix} V_{55} & V_{57} \\ (V_{57})^T & V_{77} \end{bmatrix},
\]

(A5)

\[A_{ik} = \begin{cases} \mathcal{R}_{i} \frac{1}{\sigma_{ik}} & \text{if } k = i, \text{ and } i \leq n, \\ -\mathcal{R}_{i} \frac{1}{\sigma_{ik}} & \text{if } k = i + n, \text{ and } i \leq n, \\ 0 & \text{otherwise}, \end{cases}\]

(A6)

\[U = A V A^T.\]

(A7)

The \(W\) matrices in Eq. (A2) give the correlations of the jet cross sections in the various \(p_T\) bins, for \((R = 0.5, 0.5)\), \((R = 0.7, 0.7)\), and \((R = 0.5, 0.7)\) jets; the correlations in the first two arise from dijet events, and the correlations in the last one primarily from the fact that a single jet can appear in both \(R = 0.5\) and 0.7 categories. Most of the jets are reconstructed with both \(R = 0.5\) and 0.7 clustering parameters, and often fall in the same \((p_T,y)\) bin. The measured correlation between \(\sigma_{5,i}\) and \(\sigma_{7,j}\) for bin \(i = j\) in data is about 0.4 at \(p_T = 50\) GeV, rising to 0.65 at \(p_T = 100\) GeV, and finally to 0.85 at \(p_T \geq 1\) TeV. The correlation is almost independent of rapidity for a fixed \(p_T\). At low \(p_T\) there is fairly strong correlation of up to 0.4 between bins \(i = j - 1\) and \(j\), and of up to 0.1 between bins \(i = j - 2\) and \(j\). A small correlation of up to 0.1 between bins \(i = j + 1\) and \(j\) is also observed at high \(p_T\) at \(|y| < 1.0\) because of dijet events contributing to adjacent \(p_T\) bins. This correlation is also present for jets reconstructed with the same radius parameter, and is considered in the error propagation. The correlation between other bins is negligible and only bin pairs coming from the same single-jet trigger are considered correlated.

The \(B\) matrices in Eq. (A3) transform the covariance matrices \(W\) of the measured spectra \(\sigma_{5}\) and \(\sigma_{7}\) to the covariance matrices \(V\) for the unfolded spectra \(\sigma_{5}\) and \(\sigma_{7}\). Equations (A4) and (A7) follow from standard error propagation, as in Eq. (1.55) of Ref. [60]. The partial derivatives \(\partial \sigma_{i}/\partial \sigma_{j}\) in Eq. (A3) are evaluated by numerically differentiating the D’Agostini unfolding, where the \(\sigma_{5,i}\) and \(\sigma_{7,i}\) are the unfolded cross sections, \(\sigma_{5,j}\) and \(\sigma_{7,j}\) are the corresponding smeared cross sections, and \(\mathcal{R}_{i} = \sigma_{5,i}/\sigma_{7,i}\) is the jet radius ratio. The matrices \(V_{55}\) and \(V_{77}\) agree to within 10% of those returned by RooUNFOLD for \(R = 0.5\) and 0.7 \(p_T\) spectra, respectively, but also account for the bin-to-bin correlations induced by dijet events.

![FIG. 4 (color online). (Left) Covariance matrix \(U\) for the jet radius ratio \(\mathcal{R}(0.5, 0.7)\), normalized by the diagonal elements to show the level of correlation. Dashed horizontal and vertical lines indicate the analysis \(p_T\) thresholds corresponding to different triggers. The size of the boxes relative to bin size is proportional to the correlation coefficient in the range from \(-1\) to \(1\). The diagonal elements are \(1\) and thus indicative of the variable bin size. The crossed boxes corresponds to anticorrelation, while the open boxes correspond to positive correlations between two bins. (Right) Comparison of the square root of the covariance matrix diagonals with a random sampling estimate using the delete-\(d\) (\(d = 10\%\)) jackknife method. The differences between the full data set and the ten delete-\(d\) samples are shown by the full circles.](https://www.journals.aps.org/prd/abstract/10.1103/PhysRevD.90.072006)
For the purposes of error propagation, the $\tilde{c}_3$ and $\tilde{c}_7$ data are represented as a single $2n$ vector with $\tilde{c}_3$ at indices 1 to $n$ and $\tilde{c}_7$ at indices $n + 1$ to $2n$. The matrix $V$ in Eq. (A5) therefore has dimensions of $2n \times 2n$ and the matrix $A$ in Eq. (A6) has dimensions $n \times 2n$.

Finally, the covariance matrix $U$ in Eq. (A7) for the jet radius ratio $R(0.5, 0.7)$ is calculated using the error propagation matrix $A$ and the combined covariance matrix $V$ for the unfolded jet cross sections with $R = 0.5$ and 0.7.

The resulting covariance matrix $U$ is shown in Fig. 4 (left) for $|y| < 0.5$. The strong anticorrelation observed between neighboring bins is similar to that observed for individual spectra, and is mainly an artifact of the D’Agostini unfolding. The statistical uncertainty for each bin of $R(0.5, 0.7)$ is illustrated as the square root of the corresponding diagonal element of the covariance matrix in Fig. 4 (right). Given the relative complexity of the error propagation, the statistical uncertainties are validated using a variant of bootstrap methods called the delete-$d$ jackknife [61]. In this method the data are divided into ten samples, each having a nonoverlapping uniformly distributed fraction $d = 10\%$ of the events removed. The ten sets of jet cross sections are used to obtain a covariance matrix, which is scaled by $(1 - d)/d = 9$ to estimate the (co)variance of the original sample. The variances obtained by error propagation agree with the jackknife estimate in all rapidity bins within the expected jackknife uncertainty.

[34] CMS Collaboration, JINST 6, P11002 (2011).
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