1 INTRODUCTION

Over the years, several theories of industrial location and various methodological approaches to modelling site selection behaviour have been developed that aim at providing the best possible explanation for the observed spatial distribution of economic activities. For instance, classical approaches to location theory have brought a first insight into the goals and purposes of industrial location decision-making, whereby a number of these explanations was based on existing economic principles such as cost minimization, market area maximization and profit maximization. Neo-classical theories spatially extended and reformulated a number of classical ideas. In doing so, linkages were made to other existing theories in the field of economics, international trade, and land-use. The overall result of this interdisciplinary approach was the development of a more general approach to location theory.

From the viewpoint of the behavioural approach to the problem of industrial location, the need to incorporate the motives, preferences and attitudes of the entrepreneur into the explanations of the changing patterns of economic activity was initially highlighted. The notion of optimal or best location site was replaced with a satisfying or suitable location. Furthermore, at the end of the 1960s, a paradigmatic shift could be noted from abstract models, based on
assumptions of optimizing objectives, towards the observation of actual location practice, supported by case-studies. Quantitative methods (e.g. random utility modelling) were advanced to elicit from entrepreneurs the considerations and determinants relevant to explain location choice behaviour. While the behavioural approach emphasized the importance of freedom of choice, the structuralist approach stressed the fact that locational behaviour is constrained by wider social, historical, political, and economic-related processes. As such, the effects of the so-called "superstructure" were not to be minimized because the location problem of an economic activity could not be properly understood in isolation from its wider socio-economic and technological context.

Notwithstanding these developments in location theory, the current relevant literature suggests that neither extreme behaviouralism nor radical structuralism can be used as the exclusive methodological approach to analyze industrial location. Instead, a more eclectic approach to site selection, which draws upon different theoretical perspectives and avoids the excesses of overstatement which characterized the largely monocausal theories that have classical, neo-classical, behavioural or structural origins is advocated (Hamilton and Linge, 1983, p. 5). This "integrated" approach accentuates the relevance of activity-related behaviour, and also takes into account structural constraints. It also induces an alternative theoretical approach towards defining and modelling locational choice behaviour and site selection. This is to say that it is the interactive result of the requirements generated by an economic activity and the properties characterizing the choice alternatives that define whether a potential location site is suitable or not. As a result, an approach of matching requirements and properties can be followed when dealing with site selection problems. Such an approach would be relevant not only for the analyst, but also for the urban or regional planner, whose responsibility it is to provide land which meets the specific requirements of potential managerial segments, in line with the general profile and mission of the specific city or region.
Similarly, the significance of locational properties or spatial production factors follows from the interaction of location and economic activity. The activity-specific influence of location factors is easily illustrated in that a location site nearby a port may be suitable for those companies which, e.g., rely heavily upon overseas shipment of goods, use water in their production processes, or have to discharge waste water, but totally unsuitable or non-essential for certain other activities. Consequently, the relevance of a location factor like, e.g., easy access to port facilities depends upon the specific context within which it has to be evaluated. It also means that no single locational property by itself is capable of generating site suitability because there is nothing inherent in a locational property that turns it into a necessary condition under which the location can serve as a suitable site for production.

In this article, the main principles and modelling problems of dealing with the notion of site suitability and selection are examined. It involves a critical assessment of the existing location theory and modelling approaches in order to delineate and enlighten the relational context of the site selection problem. In particular, the following aspects will be discussed. First, the usefulness of the existing location theory with respect to defining the concept of site suitability will be highlighted. Various approaches, such as the (neo)classical location theory, the behavioural approach and the structural approach are briefly discussed. Next, the actual problem of modelling the concept of site suitability as a matching process is discussed from a location theoretical point of view. Following this discussion, the major requirements for location theory-building are formulated. Finally, a methodological toolbox is offered which allows one to model industrial location problems as a matching problem. The article ends with a summary of the main conclusions.

2 DEFINING SITE SUITABILITY IN LOCATION THEORY
In the theory of industrial location, the notion of site suitability is not distinctly determined. It is defined in guarded terms in different ways, sometimes based on a more mathematical approach, sometimes on a purely behavioural-cognitive one. However, seldom the definition of the concept of site suitability is in accordance with the interpretation put forward in the present article: i.e., site suitability should be defined as an interactive process of linking organizational production requirements with locational properties.

In accordance with the predominant methodological paradigm, different interpretations and definitions of the concept of site suitability have been put forward. In the classical (Launhardt, 1882; Weber, 1909) and "early" neo-classical location theory (Greenhut, 1956; Isard, 1956), site suitability is not really an issue since it is implicitly assumed. Site suitability is simply equivalent to the calculated zones and areas of production within which economic viability is guaranteed. All locations within these spatial margins or regions of profitability are considered "suitable", and thus defined accordingly (Rawstron, 1958; Smith, 1966).

In more behavioural approaches (Dicken, 1971; Hamilton, 1974; Townroe, 1975), a much more inductive kind of analysis is followed, based on empirical similarities and statistical associations. Particular attention is given to how entrepreneurs evaluate the regional or local characteristics of places in relation to their stated goals. It is realized that decision-makers not only behave according to certain regularities and in a stimulus-response framework, but also perceive their own situation on the basis of which they make decisions. As such, the locational requirements of the actor are related to the attributes characterizing the location site. This relationship is measured by means of a series of scores on a number of psychological constructs. Note that these constructs fulfil a so-called intermediate function between the actor and his or her environmental cognition. Approaches such as revealed preference modelling, decompositional multi-attribute modelling and the analytical behavioural studies in geography and urban planning fit into this approach. Although, it is important to take account of attitudes and preferences in
defining site suitability, it should be clear that a number of structural, behaviour-limiting constraints should be evaluated as well. In this respect, it was argued that the behavioural approach to location theory somehow falls short of achieving this particular goal.

By contrast, the structural approach (Massey, 1973; Boddy, 1987) argues that, in order to understand the recent shifts in the location of an industry, it is necessary to examine the recent changes in both the industry's production requirements and its wider geographical environment. The reason is that different firms in different sectors will respond in different ways depending on the actual circumstances. Note that this assertion of site suitability is somewhat in line with the definition put forward in this article. After all, what is advocated here is an approach in which the relations between the individual decision-maker (i.e. a company) and the constraints of superstructure in which this decision-maker behaves, must be integrated. Site suitability is defined as the outcome of the changing relationship between the requirements of private production for profit and the existing spatial surface. If, on this level, a mismatch occurs, an imbalance in the degree of attractiveness or suitability of a particular area to the dominant form of economic activity is the result, leading to regional inequality. This notion has some important implications, not only for the location theory in general, but also for the development of locational decision models in particular. Also, the point made here does go beyond the earlier criticism of structuralism on the behavioural approach to location theory. It is argued that not only must macro-scale patterns and structures (available technology, spatial division of labour, etc.) be included in theories of locational decision-making, but the relationships between an activity and its environment should also be emphasized. Note also that the concepts of spatial or regional (in)equality and locational suitability, as advanced in the structural approach, explicitly refer to the functionality of location sites for locating different activities based on the interaction between empirical characteristics and the strategies, and properties of the economic activity. The point, however, that the structural approach somehow overstresses the importance of the
superstructure, and falls short of adequately dealing with the motivational and managerial attitude of decision-makers makes it a less acceptable theory to take as point of departure.

The critique levelled against both the behavioural and structural approaches to location theory opened up the field for the development of alternative approaches. Several authors (Eyles, 1981; Johnston, 1986; Lambooy, 1986; Healey and Ilbery, 1990; Reitsma, 1990; Walmsley and Lewis, 1993) advocated a theory that acknowledges the existence of a balance between choice and constraint. It should recognize an understanding of the reciprocal relationship between behaviour and structure, and be aware of the complex ways in which micro-scale activity (e.g. individual or entrepreneurial decisions) can lead to macro-scale patterns (e.g. the overall geographical context within which behaviour is conducted). Clearly, what is called for is an approach to defining site suitability that combines the best of both worlds. In other words, no extreme behaviouralism or radical structuralism can be used as the exclusive methodological approach to analyze industrial location and define a concept like site suitability as a matching problem. Instead, an integrated approach should be advocated which draws upon different theoretical perspectives of industrial geography and planning (Healey and Ilbery, 1990, p. 30). Such an integrated approach should define the concept of site suitability as a matching process whereby actor requirements and property attributes and conditions are being directly related. As such, attributes are directly and explicitly related to the actions by means of decision rules or heuristics whereby no intermediate or underlying measurement scale is needed.

In the literature, various names have been suggested to refer to an integrated or a more eclectic approach. In this respect, Timmermans and van der Heijden (1987, p. 302) mentioned the term "relational models" pointing to the work of van der Smagt (1985) and Hendriks (1986) in the field of the functional classification theory. In this relational modelling approach, the decision heuristics of the subject are related to the structural position of that subject. The position taken in this thesis is also that of an interrelated approach of actor and object; the actor referring
to an entrepreneur, a decision-maker, a firm or a planner, the object referring to the environment or superstructure. As such, the approach not only emphasizes the importance of actor-specific behaviour, but also takes account of structural constraints. Establishing such an actor-object or "end-means" relationship has everything to do with a matching or classification problem. That is, a potential production environment, characterized by a variety of location factors, can only function as a suitable location site, if the characteristics of the production environment relationally match with the characteristics of the production requirements put forward by the firm.

3 MODELING SITE SUITABILITY IN LOCATION THEORY AND PLANNING

Given the above specified definition of what is to be understood by "matching" — i.e. the direct linking of actor requirements with context attributes by means of a series of heuristic rules — it is now analyzed what kind of modelling implications such an approach brings with it. Although, in the location literature, several attempts have been made to actually model site suitability as a matching problem, in many of these approaches an actual modelling procedure has — with the exception of Reitsma (1990) — hardly ever been formalized. Nevertheless, two approaches deserve a special mention: first, there are a number of so-called "locational feasibility studies"; and second, there is Reitsma's (1990) approach of the functional classification of space.

Locational feasibility studies (e.g. US Department of Commerce, 1947; Schilling, 1968; Pellenbarg et al., 1974) advance a traditional matching approach to site suitability. This signifies that a careful matching of technology requirement profiles on the one hand with a regional profile on the other is examined. As such, a method of site suitability assessment is presented in which spatial production requirement profiles are matched with locational property profiles. These spatial production requirements of an industry are a function of the characteristics of its
production process. For example, depending on the type and quantity of raw materials needed, specific forms of transportation and infrastructure are required. The production process, or in a more general term, the "technology" applied by the industry, also determines the quantity and quality of the employment. Note that an identical interpretation can be used for determining the energy and water requirements. Undoubtedly, the amount and types of spatial production requirements associated with specific production processes varies significantly. Therefore, different categories of industry need to be specified, each of which has a specific spatial requirement profile. In short, the method proposed in the locational feasibility studies offer several interesting elements in respect to an implementation of locational choice modelling based on a matching approach. They recognize to some extent the activity-specific nature of site suitability modelling and introduce non-compensatory elements. As a modelling procedure, however, it has some important disadvantages. For instance, no account is given to compensatory relations which exist among location factors. Moreover, activity types are often too rigidly defined, certain requirements are not properly quantified or not related to others, and the two-way matching of locational requirements and spatial production requirements is sometimes ignored.

The fact that the locational decision-making process should be modelled as a more than simple one-to-one matching problem was also recognized by R.F. Reitsma (1987, 1988, 1990). The point of departure of his approach is the methodological assumption that the definition and measurement of a theoretical concept such as "suitable location site" cannot solely be based on the empirical characteristics of locations or the empirical similarities of different location sites. Instead, site suitability should be regarded as "the result of a matching of the characteristics and interests of an activity (actor), and the properties of a location (object), as the same empirical properties and combinations of properties of locations, can fulfil very different roles for different activities" (Fedra and Reitsma, 1990, p. 183). Note that what is stressed in this approach is not to
find an optimal location site, but a site that can under certain conditions fulfil a specific function for an economic activity. Therefore, this notion of *functionality* of location sites should be reflected in the modelling formalism.

In order to be able to functionally classify the surrounding space, Reitsma (1990, p. 7) suggested the use of a so-called "relational" matching approach. It can be regarded as a set-theoretic representation of a concept such as site suitability, i.e. as a set of necessary and sufficient conditions in terms of functionally matching economic activity and locational properties and characteristics. The computerized matching process developed by Reitsma (1990), based on the modelling formalism of inference trees, comes down to a processing (or functional linking) of an activity-specific rule base with the data for a set of locations stored in a locational data base. The members of this locational data base are tested on the locational requirements inferred from the rule-base. After determining the location sites which will be matched, and after determining the exact characteristics of the activity, the matching programme processes the associated rule-base, collects the locational requirements, and checks the locations on these requirement (Reitsma, 1990, p. 139). The resultant model, designed to help generate different matching evaluations, was implemented in a separate knowledge-based system (KBS) called REPLACE (RElational Plant Location and Acquisition Enquiry). This KBS made up a separate module in a larger overall decision support system used to facilitate the reorganization of the regional economy in the province of Shanxi in the People Republic of China. In all, 107 potential location sites (i.e. different counties within the Shanxi province) were distinguished, each typified in terms of 49 basic, non-derived locational variables. The number of different economic activity types was rather limited; i.e. the locational analysis of the aluminum and aluminum processing industry was used as an example. Therefore, Reitsma (1990, p. 254) admitted that the examples only represented a mere starting point since the analysis needed to be significantly extended and improved.
Based on the aforementioned methodological approaches to matching (locational feasibility studies and the theory of functional classification of space) and the conducted survey of the current relevant location literature, four fundamental principles can be deduced which need to be fulfilled when applying a matching approach to define and model site suitability (Witlox, 1998). In particular, the proposed approach towards matching should (i) be based on the concept of functionality, (ii) allow for location factor variability, (iii) permit compensatory and non-compensatory rules, and (iv) be able to account for decision imprecision. These modelling characteristics will lead to what will be called a *relational* matching approach to site selection. Let us take a closer look at these four fundamental principles.
4.1 Matching approach based on functionality

As argued in the previous subsections, the problem of locational site suitability will have to be defined and modelled as a matching process. It involves the direct confrontation of a requirement profile, generated by an economic activity, with a property profile, characterizing a potential location site. As such, an approach is advanced in which functional relationships between an activity and its environment are explicitly taken into account. This integrated view on locational decision-making recognizes the importance of behaviour-limiting structural constraints (structuralism) and also emphasizes the role of the individual actor or economic activity and its relation to and cognition of the environment (behaviouralism).

The fact that site suitability modelling implies conducting a matching analysis becomes even more evident when one tries to answer the following, seemingly straightforward question: "What is to be understood by a suitable location site?". Indisputably, the notion of site suitability will depend upon the kind of economic activity that is being analyzed. For example, it is clear that a location in the city centre may be exceptionally well-suited for establishing an insurance company, a retail business or a diamond-cutting factory, while it is an absolutely inappropriate location for a chemical company, an oil refinery or a car assembly plant. Although this assertion may seem straightforward, perhaps even self-evident, it is nevertheless of great significance. It implies that every economic activity generates or induces its own specific locational requirements, and — equally interesting — that each location site will attract or repel certain economic activities merely as a result of its intrinsic locational characteristics. In other words, a concept like "site suitability" is defined in terms of "end-means relationships". Only if a location site is able to fulfil or meet the imposed spatial requirements or objectives specified by an economic activity, can it be termed a suitable location site for that particular activity, and thus be classified accordingly. Therefore, the problem of locational site suitability modelling consists in
trying to relationally match a set of conditions put forward by a given economic activity with a set of attributes that define potential location sites, or vice versa. Only when such a matching process yields a successful result, is site suitability achieved and the concept appropriately defined.

Note that in the current definition of matching, the aspect of functionality is stressed. It implies that location sites, although exhibiting different profiles, can be regarded as equally suitable if they are able to fulfil the economic activity's specified production requirements. It also implies that an appropriate matching modelling technique is required.

One of the main justifications to model site selection as a functional matching problem is that such an approach is able to account for the activity-specific nature of location factors. In addition, the approach is also able to deal with the issue of variable interrelatedness because it fully acknowledges the importance of location factor variability (be it context-dependent or internally dependent).

4.2 Location factor variability

The variability in the importance of location factors results from the existing heterogeneity in the economic activity types, and is also caused by the internal dependencies between different factors.

First, due to the differences in the actual organizational characteristics and spatial production requirements of different economic activities, location factors exhibit an activity-specific variation. In other words, different properties of a location site become important if different types of economic activities are assumed. This fact also implies that the definition of a concept like site suitability is activity-related: if the activity changes, the site selection problem changes as well. The issue of activity heterogeneity and dependency may cause a problem of
generalization. Hence, the existence of the context-dependent variability in the (in)significance of location factors needs to be reflected in the modelling approach.

Second, and related to the activity-specific nature of location factors, is the issue of variable interrelatedness. It refers to the existence of internal dependencies between different location factors (whether or not viewed separately from the activity-dependent aspect). In particular, a distinction can be made between the changing relevancy of a location variable as a result of the presence or absence of other location factors (i.e. conditional relevance), and the change in (un)importance of a factor resulting from the fact that certain factors have or have not been assigned particular values (i.e. conceptual interaction). As such, the possibilities of internal relationships between location factors are not limited to the inter-dependence of categorizations of location factors, but the same holds for the (in)significance of complete location factors.

4.3 Compensatory and non-compensatory decision-making

The proposed matching model of site suitability will also have to provide means to incorporate both compensatory and non-compensatory relations (Timmermans, 1984). These relations originate from so-called location factor-specific effects which refer to a varying degree of importance of individual, separate location factors. For example, it might be the case that a specific location factor is deemed to be so decisive that all location site alternatives that do not meet the requirements imposed by this factor are automatically rejected. Such a location factor is said to be "non-compensatory", often also referred to as a rejection-inducing variable or a veto-dimension. Although, site selection is an essentially non-compensatory decision-making process — if a certain requirement is not satisfied, the location is eliminated from further analysis — this does not imply that compensatory rules should be disregarded. While, in site selection, non-compensatory rules may be fine on a rather abstract level of general location factors,
compensatory rules may account for more subtle evaluations between different lower level location variables. As such, both decision rules should be incorporated in the model.

One way of dealing with compensatory and non-compensatory decision-making is to make use of combined conjunctive ("AND") and disjunctive ("OR") model structures. The disjunctions, consisting of different conjunct sets of decision influencing attributes, may represent various ways in which an activity or locational requirement can be fulfilled.

4.4 Flexibility and decision imprecision

Given that the locational decision-making process is characterized by decision imprecision or fuzziness, and that it is our purpose to model this process by means of a matching approach, the modelling technique put forward will have to account for imprecision. In other words, what is needed is a flexible approach towards matching which is able to some extent to indicate the degree of imprecision associated with certain matching results. There are many different ways to deal with this issue. For instance, the availability of global matching parameters by which one can introduce a kind of tolerance factor into the measurements might be a potential solution. The introduction of sensitivity analysis, or the inclusion of (un)certainty assessments considering the significance of specific requirements or actor and objects attributes might be another.

It is interesting to note that Reitsma (1990, p. 76) has argued that this lack of incorporating uncertainty and imprecision in the matching process may well have contributed to a loss of interest in the approach as a modelling technique in the 1980s. However, Reitsma's own matching approach is also deterministic. Consequently, it is obvious that the very strict and deterministic character of the existing matching approaches is its principal weakness that has to be properly dealt with.

In sum, an approach to location theory should be advocated in which the site selection
problem is defined and modelled as an integrated and functional, activity-specific, flexible matching approach which accounts for the complexity of a variety of influencing location factors, the problem of internally related variables, the issue of compensatory and non-compensatory choice making, as well as the existence of imprecision in locational decision-making.

5 MODELLING A RELATIONAL MATCHING APPROACH

At the heart of a relational modelling approach lies a matching principle. The general notion of matching so-called object-context relationships in locational choice modelling — a set of conditions put forward by a given economic activity with a set of attributes defining potential location sites — points to an approach that aims at modelling the concept of site suitability. In this respect, three model building aspects need to be more closely examined: (i) the context or the actors, referring to the economic activity type involved, (ii) the objects, pointing to potential location sites, and (iii) the relational matching mechanism, the outcome of which determines the degree of site suitability.
5.1 Knowing the actors

When developing a model to represent the concept of "site suitability", the reconstruction of the object-type "suitable location site" is the first step. It typically involves the specification of a context for which the particular object-type needs to be specified. Conditional upon this context specification, the notion of site suitability can be defined. In the present study, the context consists of an actor which in turn refers to the type of economic activity that is being analyzed. It follows that only through the specification of this economic activity, the object-type "suitable location site" obtains its right contextual meaning. Also, in respect to defining location factors, reference should be made to the context. To illustrate, the meaning of a location variable like "availability of skilled labour" depends upon the type of labour required by the economic activity (Reitsma, 1990, p.45). McQuaid et al. (1996, p. 587) came to identical conclusions in respect to evaluating the influence of accessibility in location decisions.

It is a well-known fact that the context both imposes and has an influence on site selection (Reitsma, 1990). The active influence stems from the economic activity's imposed spatial production requirements on locational decision-making, while the passive (inherent) influence originates from the actor's organizational profile. To illustrate, a chemical company with a hazardous, possibly toxic and polluting production process will, given its spatial production requirements, explicitly demand a location site well outside a residential area for establishing its business (i.e. responsible care principle). Whereas, it is evident that, for the same chemical company, a location somewhere in the city centre cannot possibly be suitable, given the company's inherent corporate and organizational structure. Obviously, the actor's organizational profile and its spatial production requirements are very closely linked. Notwithstanding this fact, the consequence is that both influences (i.e. spatial production requirements as well as organizational characteristics) should be included in the collection of the context-related data,
and made explicit in the choice model.

In this respect, there exists the problem of heterogeneity in the actual organizational characteristics and spatial production requirements of different types of economic activity, as well as the variation in strategies and objectives in these aspects by the same actor. The result is a diversity of actor profiles. The difficulty of dealing with activity-type heterogeneity implies finding a solution to the problem of how to handle, and more important, actually model the activity-specific nature of location factors. Due to the variations in economic activity types, the (in)significance of location factors is subject to changes. It goes without saying that the only appropriate solution to this important problem is to represent and incorporate the variation in activity types in the selected modelling approach.

Given that the selection of the actor usually sets the scene of the problem area under investigation, most approaches to modelling locational site selection are said to be actor or activity-driven. By this is meant that the economic activity will eventually determine whether a potential location site is considered suitable or not, and not the other way around. Note that this approach logically follows from the chosen research approach to model the concept of "site suitability" (and not "suitable economic activity", given a location). The matching process only calls for the search for suitable sites, given a specific activity, which of course implies a one-way approach to matching. However, as also mentioned above, a "true" relational match has a symmetrical structure; actors and objects on either side, and a relational model in the middle. Therefore, in theory at least, if one of the sides is initialized, and the relational model is known, it must be possible to deduce the result of the opposite side.

In the discussion thus far, it has been assumed that, once the individual actor is fixed, i.e., once the specific economic activity or context has been chosen, the resultant set of functionally equivalent locations can be determined. However, attention should also be paid to how demands generated by the objects should be dealt with, and what kind of implications this might have on
the collection of the object-related data. In other words, given a specific location, how can the set of suitable economic activities for which this location can be regarded as appropriate, be deduced. Viewed in this way, an object-driven approach is followed by simply inverting the modelling problem.

5.2 Knowing the objects

Unlike the actors, the objects — pointing here to potential production environments or location sites — only seem to fulfil a passive role in site selection. This means that demands generated by the objects are assumed not to exert any influence on the stipulation of what might be considered a suitable economic activity for a particular location site. Instead, it is conjectured that different types of economic activities are simply attracted or opposed to a particular site, given the location's property profile. Nevertheless, to a certain degree, a location site is also able to exert an influence on the type of economic activity that will locate. These object requirements, i.e., the active influence of the object on site selection, should be considered a part of a two-way relational definition of a concept such as site suitability. Therefore, in addition to taking into account the characteristics of the object in the collection of the object-related data, the generated imposed requirements of the object, being the spatial implication of location sites, or better, of people and organizations with authority over these sites (i.e. specified regulations such as building and locational permits) should be included in the model as well. In this respect, a restrictive policy regulation can be considered an object demand. There are several sound arguments in favour of such an approach. For instance, when it comes down to actually making the decision as to where to locate an economic activity, it will be important to know whether certain restrictions such as locational permits or environmental regulations prevent an activity from locating on the selected site. If this is the case, the particular location cannot possibly be
regarded a suitable choice alternative, and should therefore be excluded from the set of available location alternatives. Consequently, in order to be able to model the process of locational choice behaviour, object requirements have to be included in the data and in the model. The question which remains is, how these object demands can be fitted in our initial objective of modelling site suitability?

The object requirements can both be incorporated either in terms of "inverted" actor requirements, or through the stipulation of specific dimensions or attributes referring to these requirements. The former approach of masking the object demands as inverted actor requirements is advocated and applied by Hendriks (1986) and Reitsma (1990). It is achieved by formulating an actor requirement in such a way that it states that the object which is matched must not require anything the actor cannot fulfil. For instance, if it is stipulated in a regulation that on a particular location site no company is allowed to set up its business if it operates with or stores dangerous goods (i.e. an environmental locational requirement), this restriction can be reformulated as an actor requirement stating that all location sites that inhibit the establishment of potentially dangerous economic activities should be rejected from the set of functionally equivalent suitable location sites. In the second, more direct approach, dimensions or location factors such as environmental policy, water pollution guidelines, emission standards, safety measures, etc., which have to be observed and are to some extent determined by a specific location, contain requirements of locations in terms of locational regulations. Therefore, the process of identifying from the start which necessary conditions have to be satisfied by an economic activity prior to considering the location a suitable candidate for establishing the plant, is an important element in site selection.

Having identified the actors and the objects on either side, what remains is the discussion of the process of relational matching which aims at combining and confronting both actor and object profiles.
5.3 Knowing the matching mechanism

The relational approach to location theory refers to a paradigm within which site selection is modelled as a *relational matching problem*. It is the process of relationally linking or confronting the economic activity profiles, which are defined in terms of a set of actor characteristics and requirements, with the locational property profiles, which are specified in terms of a set of object characteristics and demands.

The idea of approaching site selection as a matching problem is not new and different matching techniques exist. To formalize the matching problem, let $C = \{C_1, C_2, \ldots, C_N\}$ be the set of conditions characteristic of a given economic activity, $A = \{A_1, A_2, \ldots, A_N\}$ the set of attributes of a location relevant for that activity, and $m$ a judgement of the degree of match between the economic activity and the location alternative (Arentze *et al.*, 1996, p. 3). Then, the modelling problem is to specify the set of rules that defines the relationship between these different elements. This relationship can be written in the conceptual modelling language PROLOG as follows:

\[
\text{match judgement (C,A,m)} \quad [1]
\]

The judgement $m$ may be expressed in a number of ways. Frequently, performance scaling or a Likert-type of measurement scale is used to express the degree of (mis)match on each attribute level. For instance, if a three-point ordinal scale is applied, "0" might imply a perfect match, while "+1" indicates an over performance, and "-1" signifies an under performance. In the case of a so-called "perfect" (or satisfactory, suitable) matching result, it is found that an object's supplied dimension (i.e. a location factor characterizing a site) complies with the demanded
requirement put forward by the actor (i.e. an economic activity), while the actor is also able to conform to the demands generated by the object. A perfect match will also be accomplished if the economic activity does not impose any requirements with respect to the dimension that is being examined. In the case of an under performance, the mismatch may be due to the fact that the spatial production requirements put forward by the actor are too strong compared to the locational property characteristics of the object(s). Stated differently, the objects are simply deemed too weak to be able to fulfil the actor's requirements. Conversely, although less of a problem and often dependent upon the model specification, an over performance may also be considered a mismatch. It implies that either the set of actor requirements is too weakly formulated, or the object is simply too well-suited (i.e. over qualified). To consider an over performance as a mismatch might be justified in that the economic activity is forced to pay extra, unnecessary costs for non-essential locational properties which offer no additional advantages to the locating company. Note that the use of a more elaborated, five-point (or even seven-point) scale, ranging from a (very) strong over performance to a (very) strong under performance, enables one to make more subtle and differentiated matching evaluations. An alternative, albeit less flexible measurement scale would be the use of a simple binary yes/no evaluation. With respect to the overall matching or performance outcome, this is usually obtained by applying some form of (compensatory) combination rule (e.g. a weighted sum over all attribute scores).

Although, the above matching approach may have some intuitive appeal, from the standpoint of relational matching, it is inappropriate for several reasons. First, the use of standard performance scales can be criticized for not being a "true" relational matching technique because relational matching implies more than simply evaluating a number of comparisons between different attribute-to-attribute confrontations. Moreover, it is not the (empirical) similarity between actor and object or between supplied versus demanded characteristic which is important, but rather the functionality between an activity and a location is essential. Therefore,
locational site suitability can only be achieved if an economic activity's spatial requirements and characteristics functionally matches the locational property profile of a potential site. Second, a matching technique based on a one-to-one attribute comparison inhibits taking account of the interrelatedness between different attributes. As such, conditional relevance and conceptual interaction are being neglected which violates one of our stated matching fundamentals. Third and finally, the above-described matching approach also unavoidable relies on some form of compensatory decision-making since attributes are allowed to compensate one another when the overall degree of suitability or matching score is calculated. In this respect, the existence of a non-compensatory element is important because it illustrates, in the field of location theory, that specific sites will not be considered suitable if they lack certain characteristics which are required by the company. Hence, an alternative approach to modelling relationship [1] will have to be advanced. In this respect, we would like to advance the decision table approach.
6 THE DECISION TABLE APPROACH

6.1 Decision tables

A decision table (DT) is a tabular representation used to describe and analyze procedural decision situations, where the state of a number of conditions jointly determines the execution of a set of actions. Not just any representation, however, but one in which all distinct situations are shown as columns in a table, such that every possible case is included in one and only one column (completeness and exclusivity). The tabular representation of the decision situation is characterized by the separation between conditions and actions, on one hand, and between subjects and conditional expressions (states), on the other. Every table column (decision column) indicates which actions should (or should not) be executed for a specific combination of condition states. In this definition, the DT concept is deliberately restricted to the single-hit table, where columns are mutually exclusive. Only this type of table allows easy checking for consistency and completeness (Vanthienen and Dries, 1994).

A DT consists of four parts (Codasyl, 1982):

1. The **condition subjects** are the criteria that are relevant to the decision-making process. They represent the items about which information is needed to take the right decision. Condition subjects are found in the upper left part of the table.

2. The **condition states** are logical expressions determining the relevant sets of values for a given condition. Every condition has its set of condition states. Condition states are found at the upper right part of the table.
3. The **action subjects** describe the results of the decision-making process. They are found in the lower left part of the table.

4. The **action values** are the possible values a given action can take. They are found at the lower right part of the table.

A DT is a function from the Cartesian product of the condition states to the Cartesian product of the action values, by which every condition combination is mapped into one (completeness) and only one (exclusivity) action configuration. If each column only contains simple states (no contractions or irrelevant conditions), the table is called an expanded DT. If necessary, columns in an expanded DT can be contracted. Contraction combines columns or groups of columns that only differ in the state value of one condition and that have equal action configurations into respectively one column. It is important to note that contraction does not change the knowledge contained in the DT. Only the format in which it is presented to the user is changed. Contraction is important in order to enhance the effectiveness of the decision-making or to provide a more compact formulation that can serve as a basis for discussion between the expert and the knowledge engineer.

### 6.2 Decision tables as relational matching formalism

In this section, we concentrate on the evaluation of the DT method as relational modelling formalism to analyze spatial choice problems. Serving as a guiding principle here, are the four relational model requirements that have been formulated in section 4.

First, given that end-means or condition-action relationships are directly being linked, DTs adopt an explicit approach towards matching. In other words, the direct, vertical linking of condition categories and action categories produces an “if…then” decision rule which is
accomplished without having to make underlying or intermediate measurements of the different condition states. These logical decision heuristics are then represented or visualized in a human-oriented table structure which makes the DT a suitable instrument to model difficult choice procedures without running the risk of losing control or oversight. The decision rules also exhibit a logical structure of a disjunction of conjoint terms, hence fulfilling the property of functional equivalence and allowing to take account of internal related conditions. An additional advantage of DTs is that the formalism offers some means to partition a complex matching problem into a hierarchical structure of subtables, each of which can be considered a matching problem of its own. As such, the use of subtables enables one to divide a complex choice problem into smaller, more manageable problems.

Second, the definition of conditions, actions, condition states and action states can both be accomplished on an *a priori* and *a posteriori* basis. There are no restrictions imposed on the categorization of the condition and action states. However, more important, the automated and computer supported DT construction offers a number of advantages which may avoid specification errors in the definition of these choice influencing attributes. In this respect, the verification capacity of DTs automatically checks the table for the existence of (i) incompleteness and (ii) inconsistencies due to contradictions and redundancy in the problem specification.

Third, the conditions and condition states are not weighed. As such, a matching rule is not based on some form of algebraic decision rule which might entail a compensatory decision-making model. Instead, in a DT, a combination of compensatory and non-compensatory rules can be used. On the one hand, a DT allows for compensatory decision-making because when a first condition is evaluated as unfavourable and it is not rejection-inducing, it can be compensated by the satisfactory result of another condition. Hence, functional equivalent matching results can be obtained. On the other hand, the so-called dominant or veto conditions,
usually placed at the top of the table, which induce the rejection of the alternative if they are not satisfied, could be viewed as non-compensatory.

Fourth, DTs are capable of taking into account the effects of the context. This follows from a matching approach in which the decision rules reflect the degree of match between the context (i.e. economic activities) and an object (i.e. location alternatives). Consequently, the resultant DT combines conditions referring to the context and the object. In such an end-means matching approach, the influence of the context is modelled from the start. Clearly, as the context changes, the matching result changes as well. Hence, DTs offer some means to represent the variation in activity types.

Thus far, the decision table formalism seems to provide an attractive framework for conducting relational matching operations. To paraphrase, it appears that its model characteristics "matches" very well the model requirements as put forward in previous chapters. However, an important potential drawback of the DT approach, like with all relational models, is its strict deterministic character. DTs do not have an error theory. As a result, they hide the imprecision that is often present in decision-making. The solution to this problem is to allow for fuzzy sets in the condition and action space of the DT (see Witlox, 1998).

Another important issue concerns the validity of DT approach. A basic question in this respect, as also pointed by Timmermans and van der Heijden (1987, p. 301), is whether respondents are able to report accurately on their decision-making process by means of a DT structure. In other words, are individuals capable of articulating the heuristic decision rules incorporated in a DT and can they execute the information-processing rules in a predeterminated sequence? In addition, there may exist the problem that individuals may mention too many attributes merely because they are aware of being observed; on the other hand, they may not name attributes that they consider self-evident. The problem here is that of "reactivity". How will the respondents react if asked to describe their choice process? Will they
demonstrate an elaborate, detailed, and well-organized decision-making? Or will they exhibit a rather unconscious, indifferent, and diverse decision-making? To some extent, the use of subtables can help to structure a decision problem. However, the point is that a DT structure will have to be validated *ex post* by the respondents.

7 CONCLUSIONS

This article advocated the need for a relational view to location theory. The point of departure was a discerning appraisal of the usefulness of the existing location theory in respect to defining and modelling the concept of site suitability. Various approaches, such as the (neo)classical location theory, the behavioural approach and the structural approach to location theory were critically assessed. It was argued that these theories are in essence largely monocausal, and that an integrated approach to location theory, stressing the relevance of activity-specific behaviour and taking account of structural constraints, should be brought to the fore. Hence, both the importance of structural, supra-individual constraints on behaviour and the effects of actor-specific factors should be recognized. It was further argued that the application of such an integrated approach in location theory required a specific modelling approach. Based on the early conceptualizations made in a number of locational feasibility and matching studies, supplemented with more recent views on the functional classification of space, a so-called relational matching approach was advanced. The main fundamentals underlying such a matching approach were briefly outlined.

An important issue which remained was the choice of modelling formalism. For this purpose, the decision table approach was suggested. The conclusion that DTs are able to function as relational matching formalism was endorsed by the fact that DTs adopt an explicit approach towards matching end-means relationships such as the links between locational
requirements on the one hand and a choice-maker's objectives and characteristics on the other. In addition, DTs systematically allow for conceptual interaction between and conditional relevance of conditions which are two important mechanisms underlying functional equivalence. DTs are also capable of deal with compensatory and non-compensatory decision rules.

However, a point which deserves more attention is the fact that conventional DTs are unable to adequately deal with decision imprecision or vagueness. Hence, a choice making process is forced upon the decision-maker that only appears to produce exact matching results because the imprecision is not made explicit. The result may be an inflexible, too hard decision-making process. In order to solve this problem, conventional DTs can be enhanced by incorporating fuzzy elements.
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