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What does your Facebook profile reveal about your creditworthiness?
Using alternative data for microfinance

Abstract

Microfinance has known a large increase in popularity, yet
the scoring of such credit still remains a difficult challenge.
Credit scoring traditionally uses sociodemographic and credit
data, which we complement in an innovative manner with
data from Facebook. A distinction is made between the rela-
tionships that the available data imply: (1) LALs are persons
who resemble one another in some manner, (2) friends have
a clearly articulated friendship relationship on Facebook, and
(3) BFFs are friends that interact with one another. Our analy-
ses show two interesting conclusions for this emerging appli-
cation: the BFFs have a higher predictive value then the per-
son’s friends and secondly, the interest-based data that define
LALs, yield better results than the social network data. More-
over, the model built on interest data is not significantly worse
than the model that uses all available data, hence demonstrat-
ing the potential of Facebook data in a microfinance setting.

Keywords: Data mining, Decision support systems, Mi-
crocredit, Credit scoring, Networks and graphs, Default pre-
diction

1 Introduction
“The first thing [in credit] is character.
Before money or property or anything else.”

– J.P. Morgan

In microfinance, where credit history data is often lack-
ing, character is considered an important predictor for loan
repayment (Schreiner 2003). Manual screening of the appli-
cants by the loan officer is used to gather information about
their trustworthiness. Though effective, this is a timely and
costly process. Attempts to replace the credit screening pro-
cess with automated credit scoring have shown that the use
of traditional socio-demographic and credit data is insuffi-
cient (Schreiner 2000; Van Gool et al. 2012). These types
of data are unable to capture the unwillingness to repay the
loan, one of the main causes of low repayment rates. Micro-
finance comes with a social mission of alleviating poverty,
enhancing economic development and achieving social im-
pact in the community (Copestake 2007). The creditwor-
thiness decisions should be in line with this social mission.
Investing in improved credit scoring models helps microfi-
nance lenders to distinguish the risky population from the
target population.

We obtained data from Lenddo, a company specialized in
social authentication and scoring technology 1. Lenddo uses
alternative data to provide credit scoring and verification
for the emerging middle class in developing markets. The
company has developed patented technology to collect and
process billions of data points, and uses advanced machine
learning techniques to build predictive algorithms. Lenddo
has multiple algorithms which draw upon a wide array of
data from Facebook, Twitter, LinkedIn, Gmail, Yahoo, An-
droid, IOS, machine fingerprinting, etc. Its LenddoScore
product is currently being used by banks and lending insti-
tutions worldwide to reduce risk, reach new customers and
improve customer service. Lenddo’s technology is designed
to service thin-file and new-to-credit consumers, such as the
upcoming middle class who is "underbanked" and in need
of small loans and other financial services. The borrowers
often lack an established credit history, making commercial
banks reluctant to grant them credit but are often active users
of social networks, enabling Lenddo to provide unique in-
sights about their creditworthiness. For the purpose of this
paper, only a small anonymised subset of Lenddo’s data was
shared and analysed. The analysis and methodology pre-
sented in this article are similar in concept to the approaches
used by Lenddo, however they do not describe any of the al-
gorithms and scoring solutions currently or previously used
by Lenddo in its business.

The predictive modelling task that we consider is iden-
tifying the risky loan applicants that would not fully repay
their loan. For the analysis, we use data from Facebook 2

and categorise it as follows: socio-demographic data, inter-
est data and social network data. The socio-demographic
data includes traditional features such as age, place of resi-
dence and education level. The interest data captures fine-
grained data related to for example the pages a user likes or
the companies he worked for. Finally, the social network
data consists of friendship connections between borrowers
on Facebook. We use and combine this data in an innovative
manner for credit scoring purposes as these define different
relationships: look-a-likes, friends and BFFs (see Fig. 1).

1http://partners.lenddo.com
2The data was obtained through informed consent by the users:

when downloading the app, the users need to opt-in for providing
the available Facebook data, meaning that the customer gave ex-
plicit permission for Lenddo to fetch and use the data.



Look-a-likes (LAL) refer to people that are similar to one
another. In this case this can be interpreted as persons
either demonstrating similarities regarding certain socio-
demographic characteristics, liking the same pages on Face-
book, having a Facebook-friend in common or commenting
on the same status. Clearly, this does not say anything about
any real connections between those persons. That is, these
individuals are not necessarily connected in real life, in fact
they most likely have never met at all. However, the in-
formation included in these similarities can be an important
predictor for default behavior since similar behavior in one
domain (e.g. preferences) might imply similarities in other
domains (e.g. default) as well (Martens and Provost 2011;
Moeyersoms and Martens 2015; Provost, Martens, and Mur-
ray 2015; Raeder et al. 2012). Additional Facebook data is
available as explicitly stated Friends. The last category of
data implies relationships of the form Best Friends Forever
(BFFs). These are Facebook friends that interact with one
another, be it being tagged together in a picture, commenting
on each others’ status, etc. Note that we do not distinguish in
strength regarding the BFF relation, i.e. two persons are con-
sidered BFFs both in the case where one interaction occurs
and in the case where multiple interactions are recorded.

The contributions of this paper are three-fold, as illus-
trated in Fig. 1. To our knowledge, we are the first to in-
vestigate the use of Facebook data for credit scoring for mi-
crofinance. The potential of such an automated credit scor-
ing process is innovative and has large implications for the
widespread use of microfinance and the potential economic
growth of developing countries. Secondly, whereas previ-
ous studies that use Facebook data for predictive modeling
focus on either the social network data or the interest data,
we explicitly assess the combination of both. Finally, within
the area of social network Facebook data, we further investi-
gate the difference in predictive power of different levels of
closeness, i.e. friends versus BFFs.

2 Related Work
2.1 Credit scoring for microfinance
Up to now, the use of interest-based and social network
Facebook data to predict creditworthiness has not been in-
vestigated. Research on credit scoring mainly focuses on
the use of structured data, such as sociodemographic fac-
tors (Banasik, Crook, and Thomas 2003; Hand, Sohn, and
Kim 2005) and balance sheets (Emel et al. 2003; Min and
Jeong 2009), thereby ignoring the high-quality information
available in other data formats. In microfinance, the appli-
cant’s selection is often judgmental, i.e. the loan officer as-
sesses the risk based on its own prior experience, his opinion
on the applicant and the loan conditions (Schreiner 2003).
In many cases the loan officer communicates with the lo-
cal community of the client to get an idea about the client’s
trustworthiness (Morduch 1999). In literature, this type of
lending is called relationship-based lending where the lender
gains information about the borrower during the course of
their relationship. A second type of microfinance lending is
group-based lending, in which social capital is created and
used to alleviate the problem of asymmetric information and

moral hazard (Hermes and Lensink 2007). Social capital -
defined by Putnam (Putnam 1995) as “features of social or-
ganization such as networks, norms, and social trust that fa-
cilitate cooperation and coordination” - operates under the
form of peer-pressure in these joint liability groups.

Research on microfinance credit scoring is limited.
Zeller (Zeller 1998) and Sharma and Zeller (Sharma and
Zeller 1997) used group, community and lender or program
characteristics to describe credit risk of joint liability groups.
Schreiner (Schreiner 2003) remarked that statistical scoring
will probably not work well for group-based lending, since
there is no data on individual risk. Group risk appears to
be much less strongly linked to group characteristics than
individual risk to individual characteristics. Van Gool et
al (Van Gool et al. 2012) investigated whether traditional
credit scoring is applicable to microfinance lending. Using
borrower, loan and lender characteristics they built a credit
scoring model for a Bosnian microlender. They found that
their credit scoring models are not able to fully replace the
traditional credit process of manual screening. These find-
ings confirm the conclusion of Schreiner (Schreiner 2000)
whose study revealed that automated credit scoring comple-
ments, but does not replace the judgment of a loan officer
based on qualitative, informal knowledge about the charac-
ter of the applicant.

What the above mentioned studies have in common, is
that they only use structured data in their credit scoring mod-
els. This data includes loan characteristics (purpose of the
loan, duration of the loan), borrower characteristics (age,
gender, education) and credit history (repayment of previ-
ous loans) and therefore does not differ much from the credit
scoring models used in traditional lending. The complex na-
ture of microfinance necessitates an assessment of character.
Schreiner (Schreiner 2003) advises microlenders to search
for personal character traits that are predictive of repayment
behavior. Recently, Wei et al (Wei et al. 2014) showed in a
theoretical framework how network data can improve the ac-
curacy of customer credit scores. Their framework is based
upon the assumption of homophily, the notion that linked
entities are more likely to have the same characteristics.

Furthermore, Facebook has patented technology to assess
creditworthiness of users based on credit ratings of people
present in the users’ social network (Facebook Inc 2014).
Although not deployed yet, Facebook’s interest in this data
corroborates the possible value that lies in the use of alter-
native data for credit scoring purposes.

2.2 Interest-based vs social network data
Different types of data are commonly used for predic-
tive modeling in a retail setting (Van Gestel, Baesens,
and Martens 2015). Except for the conventional socio-
demographic data, social network and interest data can be
considered as well. Social network data represents real re-
lationships between customers, while interest data refers to
the often fine-grained observed interests and preferences of
persons.

A seminal paper that uses social network data is that of
Hill et al. (Hill, Provost, and Volinsky 2006), which uses the
social relationships observed in calling behavior to predict
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Figure 1: Contributions.

product/service adoption in a telecommunications setting.
Other studies have looked at call behavior as well to predict
churn (Verbeke, Martens, and Baesens 2014) and social net-
work data for viral marketing (Domingos 2005). However,
often no real network data is available and other character-
istics which are beyond the traditional socio-demographics
data, can be used to detect similarities between people. For
instance, Kosinski et al. (Kosinski, Stillwell, and Graepel
2013) and Junque de Fortuny et al. (Junqué de Fortuny,
Martens, and Provost 2013) looked at predicting different
personality traits from a dataset of users liking Facebook
pages. The studies of Goel et al. (Goel, Hofman, and Sirer
2012) and Hu et al. (Hu et al. 2007) predict demographic at-
tributes and Raeder et al. (Raeder et al. 2012) predict brand
interest from people’s browsing history. Weber et al. (We-
ber, Garimella, and Borra 2013) reveal political views from
history of videos watched on YouTube. For financial ap-
plications, Martens et al. (Martens and Provost 2011) pre-
dict interest in financial products from transactional datasets
of consumers making payments to merchants and Provost
et al. (Provost, Martens, and Murray 2015) consider geo-
location data to connect people if they visited the same
places with the goal of predicting brand interest.

To the best of our knowledge, no study has included both
social network and fine-grained interest-based data in order
to predict default in microfinance settings. In this work, both
data types are combined so that potential differences in pre-
dictive power between the data sources can be observed.

3 Data
A balanced sample is made available to us of 4,985 loan ap-
plications made by 4,512 users. As stated previously and
visualized in Fig. 1, we employ three data categories which
we use to distinguish three levels of relations in terms of
look-a-likes, friends and BFFs. We use Fig. 2 to illustrate
these. Note that any names or personally identifiable infor-
mation shown in this paper are fictitious and do not relate to
names or information of actual Lenddo members.

are not friends, they are look-a-likes
Jo and Eric interact but

Scout and Jane are look-a-likes

Lizzie and Jane are friends

Lizzie and Sherlock are “BFFs"

Lizzie and Jane are “BFFs"

.

Jo and Scout/Elinor/Lizzie are “BFFs"

RECENT ACTIVITY

Sherlock and Jane are “look-a-likes"

Lizzie and Scout are “BFFs"

Lizzie and Jo/Scout/Elinor are “BFFs"

Figure 2: Illustration of look-a-likes, friends and BFFs.
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Table 1 shows a list of the constructed data structures, to
which we will refer in the following subsections, along with
some relevant data characteristics.

3.1 Socio-demographic data
The socio-demographic data originates from mandatory and
optional information the user provides both Lenddo and
Facebook. Such variables include date of birth, home-
town, religion and school level. A total of 29 socio-
demographic characteristics are used in the constructed So-
ciodemo matrix. The number of missing values is approx-
imately 16.65%. Note that a missing value might denote
data intentionally left blank by users, which is also modeled
in the input data.

3.2 Interest data
In addition to traditionally available socio-demographic
characteristics, we also have fine-grained interest character-
istics, which let us determine look-a-likes.

First, there are interests which manifest themselves im-
mediately which we use to define interest-based look-a-likes
(Interest-based LALs in Table 1). Liking a Facebook page
or joining a Facebook group are direct testimonies of an in-
terest. We also use schools visited, employers worked for
and employment positions held to define an interest. Note
that borrowers are not required to provide this information.
In Fig. 2, both Scout and Jane like the page of Harper Lee
and therefore are look-a-likes. These manifest interests re-
sult in the LAL_*_Item matrices which model in a binary
manner persons (rows) and their interest (page or category of
that page), group, school, employer or employment position
(columns). Based on these structures, people with common
interests can be found. Fig. 3 displays the degree distribu-
tions for look-a-likes based on similar interests (pages and
the categories of these pages) and groups. The distributions
illustrate that many of the Facebook pages, Facebook page
categories or groups are likely to have a small number of
likes or memberships respectively, and only a non-negligible
number of them are connected to many users, which is in
line with previous research (Ugander et al. 2011).

Secondly, interests can also become clear by looking at in-
teractions between users which we define as relational look-
a-likes (Relational LAL in Table 1). In order to delimit the
space of interactions considered in this study, we refer to in-
teractions on Facebook belonging to one of these: (1) Inter-
acting with a person using plain text, links, photos or videos
(here, both sharing of the text, link, photo or video on some-
one’s wall and tagging are included), (2) Commenting on
text, links, photos or videos, and (3) Liking text, links, pho-
tos or videos. If two users comment on a status or like a sta-
tus of the same person, this may imply a common interest.
In Fig. 2, Sherlock and Jane are look-a-likes as both of them
comment on Lizzie’s status. Eric and Jo are not friends, but
both might be members of the Data Science group on Face-
book which implies a common interest, making them look-
a-likes.

Three types of data matrices are constructed to model
interaction-based look-a-likes in the network. First, the
LAL_*_Borrowers matrix of size 4,985 x 4,985 represents
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Figure 4: Probability of default as a function of the pro-
portion of neighbours in the friends network that de-
faulted.

borrowers directly interacting with one another through
comments, photos, links, statuses, videos or likes. Since
these interactions do not imply the users being friends, this
matrix clearly represents look-a-likes. The second matrix,
LAL_*_All, extends the previous one by also including
interactions with Facebook users that are non-borrowers.
Lastly, LAL_*_Items attempts to add even more informa-
tion by representing an interaction between users (rows) and
items (columns). Including the specific item commented on
for example may add more detailed information with respect
to the look-a-like relation.

3.3 Social network data
Social network data is used to distinguish plain friends from
BFFs. Two users are referred to as friends if they befriended
one another on Facebook. In the first interaction in Fig. 2,
Jane and Lizzie become friends. This information is mod-
eled in the FRI_FBFriends matrix. Fig. 4 plots the proba-
bility of default against the proportion of neighbours in the
friends network that defaulted. The default probability in-
creases along with the proportion of defaulted friends and
reaches a maximum of 67.49% for borrowers that are con-
nected to defaulted friends only.

Two Facebook friends that actually interact with one an-
other by e.g. liking one another’s status, makes them BFFs.
When Jane comments on Lizzie’s status in the second in-
teraction of Fig. 2, Lizzie and Jane change from being just
friends to being BFFs. Supposing Jo, Scout, Elinor and
Lizzie befriended one another in the past, Lizzie tagging
them in her status update, makes all of them BFFs. This
data is modeled in the BFF_* matrices by combining the
direct interactions in LAL_*_Borrowers with the friends in
FRI_FBFriends. Fig. 5 plots the default probability as a
function of the proportion of defaulted neighbours in a BFF
network, where two friends are classified as BFFs if they
have interacted through photos. Comparing this Figure with
Figure 4 shows that the BFF network is more discrimina-
tive than the general friends network. The default probabil-
ity reaches a maximum of 100% for borrowers with at least
90% defaulted neighbours in the BFFs network. Fig. 3 dis-
plays the degree distribution of the friends and the BFFs on a
log-log scale. Both distributions are monotonically decreas-
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Figure 3: Degree distributions for the pages, the categories of the pages, the groups, the friends and the BFFs.
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Figure 5: Probability of default as a function of the pro-
portion of defaulted neighbours in the BFF network of
friends interacting through photos.

ing and very similar to that of the entire Facebook commu-
nity (Ugander et al. 2011), where most users have a mod-
erate number of friends and only a few users have a high
degree.

4 Methodology and Results
4.1 Methodology
For each of the data categories we use specifically tailored
techniques that we describe in more detail in the following
section.

The look-a-like data (LAL_* matrices) can be modelled
as bipartite graphs (bigraphs), which are graphs with two
types of nodes and edges exist only between nodes of dif-
ferent types. In our case, one set of the bigraph nodes rep-
resents the loan applicants and the other set refers to their
items of interest. We use the proposed three-step frame-

work for node classification within bigraphs by Stankova
et al. (Stankova, Martens, and Provost 2015) to create a
weighted projection of the bigraph and then apply a uni-
graph relational learner. The projection is created by con-
necting the persons that have at least one shared interest
and weighted in the following manner. Based on the em-
pirical results from the study, we apply the tangens hyper-
bolicum function to weight the items of interest, by assign-
ing a lower score to the very popular items as being less
informative for the target variable. In the following step,
we calculate the strength wij between two persons i and j
in the projection by summing the weights of their shared
items of interest. To this weighted unigraph representation
of the bigraph, we apply the network-only Link-Based clas-
sifier (nLB) (Lu and Getoor 2003), which is a powerful re-
lational learner that is able to capture complex network pat-
terns (Stankova, Martens, and Provost 2015). The nLB clas-
sifier builds a class vector CV (i) for every training instance
(i.e. node) i in the network which contains the probability
estimates (scores) that the node under study has a class label
default or non-default (see Equation 1). From the formula,
one can see that the probability estimate of a node i belong-
ing to a certain class (c), is calculated as a weighted average
of the scores of its neighbouring nodes (j ∈ N(i)). Sub-
sequently, nLB creates a logistic regression model based on
these class vectors (see Equation 2).

CV (i)c =

∑
j∈N(i) wij · P (lj = c)∑

j∈N(i) wij
(1)

P (li = c|N(i)) =
1

1 + e−β0−βCV (i)
(2)

As an alternative to this network based approach, we also
look at this from a standard classification perspective, where



we apply a state-of-the-art discriminative learner on the ma-
trix representation of the data (Wu et al. 2008). More specif-
ically, we employ a linear SVM from the package LibLin-
ear (Fan et al. 2008) to the sparse, high-dimensional fea-
ture data. In a similar manner, the social network data
(FRI_FBFriends and BFF_* matrices) can be modelled as
graphs with only one type of nodes (unigraphs), where the
persons are connected to their Facebook friends or BFFs.
For this type of data, we again apply the linear SVM to the
adjacency matrix and the nLB classifier directly on the un-
weighed unigraphs. Additionally, we also build a baseline
SVM model with the 29 socio-demographic variables (So-
ciodemo matrix) available for each loan applicant. The cat-
egorical variables are included in the model by dummy en-
coding them.

Finally, we incorporate all the pieces of information into
two ensemble models, where the socio-demographic data
is combined with the scores from the SVM (first ensemble
model) and nLB (second ensemble model) respectively, ap-
plied over the interest-based and the social network data. As
a classification technique for the ensembles we use a lin-
ear SVM, since we need to be able to understand the deci-
sions made by the classifier. Comprehensibility is an im-
portant issue in credit scoring for legal and regulatory rea-
sons. National legislations often demand that financial insti-
tutions explain why a particular credit is denied and regula-
tions such as the Basel Accords and International Financial
Reporting Standards dictate that financial institutions must
understand their credit risk models and predictions. For the
experimental setting we use a 10-fold cross-validation pro-
cedure where (i) 40% of the data is used for training and
validation of the classifiers used with the interest based and
the social network data, (ii) 40% is for training, 10% for
validation and 10% for testing the ensemble model. As
explained by Moeyersoms and Martens (Moeyersoms and
Martens 2015), it is paramount that we carefully calculate
the scores for the interest-based and the social network data
on a separate subset of the data that is not used for building
the ensemble in order to avoid overfitting.

4.2 Results
As can be seen in Figure 1, we have different types of
data available which each imply a different type of relation-
ship. For each of these three types (look-a-likes, friends and
BFFs) and for their combination (ensemble model), we will
first assess their predictive value in evaluating creditworthi-
ness. We start by analysing and comparing their predictive
performance in terms of AUC reached by the techniques de-
scribed above. Next, we perform a statistical significance
test to interpret the predictive performance in a sound man-
ner. For BFFs and look-a-likes respectively, we measure the
performance of each individual data category as well as the
performance of a stacked model that is a linear model of the
scores of the individual data categories. E.g. the stacked
look-a-like model is built by applying a linear SVM on the
different LAL features.

The predictive results for all different data sources are
given in Figures 6 and 7 for the SVM-models and Figures 8
and 9 for the nLB-models. To make the distinction between

BFF and LAL clear, the results per technique are divided
over two Figures: a Figure that contains the performance
of the different BFF features (i.e. Figure 6 for SVM and 8
for nLB) and a Figure that contains the performance of the
different LAL features (i.e. Figure 7 for SVM and 9 for
nLB). Performances of the friends data, socio-demographic
data and ensemble model are indicated in all Figures to al-
low easy comparison. Please note that the performance of
the socio-demographic model is the same for both the SVM
and nLB Figures, since this model does not contain network
data and is always modelled using a linear SVM. The ensem-
ble model is different in both cases. In Figures 6 and 7 the
ensemble model is a linear model that includes the socio-
demographic features and the SVM-scores of all the dif-
ferent BFF, LAL and friends features, while in Figures 8
and 9 the ensemble model combines the socio-demographic
features with the nLB-scores of all the different BFF, LAL
and friends features. Prediction performance is measured in
terms of AUC, a widely-used performance evaluation metric
in the machine learning community that represents the prob-
ability that a randomly chosen positive instance is ranked
higher by the classification technique than a randomly cho-
sen negative instance (Fawcett 2006). The X-axis shows the
AUC whereas the Y-axis denotes the different data features.
The reported AUC is the mean AUC over the ten folds. In
the Figures, the error bars and the dotted lines for the friends,
socio-demographic and ensemble models represent the 95%
confidence intervals. The first observation is that the look-
a-likes data, especially Likes and Likes categories have the
most predictive value as compared to other data sources. In-
terestingly, for both methods the look-a-likes data performs
better as compared to BFFs and friends data. That is, it ap-
pears from the results that similarities in interests or behav-
ior includes more information than the real social network of
a person with respect to default prediction. Likes and Likes
categories perform better than the socio-demographic model
and thus appear to have more predictive information than the
demographic data that is traditionally used. Moreover, the
confidence interval of the stacked look-a-likes model even
crosses the confidence interval of the ensemble model that
contains all data features, indicating that it might be suffi-
cient to collect only the look-a-likes data. Especially note-
worthy is the fact that the three best performing look-a-likes
data features (likes pages, likes categories and groups) are
interest-based look-a-likes and not look-a-likes through di-
rect links (e.g. being tagged in the same picture) or a mutual
connection (e.g. responding to a status of a mutual friend).

The baseline socio-demographic model appears to have
a large predictive performance as well, thereby performing
better than BFFs, friends and even most of the look-a-likes
data. When comparing BFFs with friends data, it can be seen
that there is no major difference between BFFs and friends
when applying the SVM. The nLB on the other hand, shows
that most of the BFF data has higher predictive value as com-
pared to friends. This could indicate that real, active friend-
ships are more predictive than merely being connected on
Facebook. However, it is important to note that the number
of connections in the BFF networks is rather low. It is there-
fore possible that the networks are too small to make reliable



0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9

AUC

B
F

F
s

Videos

Links

All interactions

Status

Likes

Comments

Photos

F
rie

nd
s

S
oc

io
-d

em
og

ra
ph

ic

E
ns

em
bl

e

BFF stacked

Figure 6: AUC results for the different BFF data categories when using a linear SVM.
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Figure 7: AUC results for the different look-a-likes data categories when using a linear SVM.

conclusions.
Lastly, we compared the performance of the ensemble

model with models that include different combinations of
the data types. Specifically, we compare the AUC of the en-
semble model with the AUCs of linear models that contain
(i) only the variables of one specific data type (such as socio-
demographic data or look-a-likes) and (ii) that combine two
different data types (such as look-a-likes and friends). The
significance test results of comparisons are reported in Ta-
ble 2. Here, p-values of different models which include dif-
ferent combinations of the data types are statistically tested

in terms of AUC, by using a Wilcoxon signed-rank test. Ev-
ery model is tested as compared to the top-performing model
which is, as can be seen from the previous results, the en-
semble model. Table 2 reports the significance results for the
models that combine the SVM scores of the data types. The
diagonal elements show the model where all features of the
respective data type are included. The rest of the matrix in-
dicates the results of the combinations of the corresponding
data categories, by using a linear SVM. As an example; in
the matrix the intersection between SD and FRI data shows
a p-value of 0.002. This indicates that the AUC of the lin-
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Figure 8: AUC results for the different BFF data categories when using the network-only Link-Based classifier (nLB).
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Figure 9: AUC results for the different look-a-likes data categories when using the network-only Link-Based classifier
(nLB).

ear SVM that includes both socio-demographic and friends
data is significantly worse (at the 1% level) as compared to
the ensemble model. The ensemble model, that uses all the
data, is shown in the last row. Performances that are not sig-
nificantly different at the 5% level from the top performance
(ensemble model) with respect to a Wilcoxon signed-rank
test are tabulated in bold face. Statistically significant under-
performances at the 1% level as compared to the ensemble
model are emphasized in italics. From this table, one can
conclude that although the ensemble model performs best,

the performance of the model which includes the look-a-
likes data is not significantly worse as compared to the en-
semble model (p-value of 0.2324). The same can be seen for
other combinations of data which include the look-a-likes
data. Similar conclusions can be made for the linear models
that combine the nLB-scores of the different data features.
Again, this confirms our previous finding that interest data
gives more information than the social network data. More-
over, this implies that in this case, using one source of data
(look-a-likes) is sufficient to build the predictive model and



Table 2: Significance test for the results (in terms of
AUC) of the models built with combinations of the SVM-
scores of the different data categories using a linear
SVM. This table shows the p-values resulting from the
Wilcoxon signed rank test in which the AUC values of
the models are compared. Performances that are not sig-
nificantly different at the 5% level from the top perfor-
mance (ensemble model) are tabulated in bold face. Sta-
tistically significant underperformances at the 1% level
as compared to the ensemble model are emphasized in
italics.

SD LAL FRI BFFs ensemble
SD 0.002 0.9219 0.002 0.002 -
LAL - 0.2324 0.2324 0.4316 -
FRI - - 0.002 0.002 -
BFFs - - - 0.002 -
ensemble - - - - 1.000

assess creditworthiness.
Using these models, the credit scoring process becomes

an automated process. It can complement the manual
screening that is traditionally applied in microfinance. It
is nevertheless also important for the credit lender to un-
derstand the predictions of the model (Martens et al. 2007).
In credit scoring one is likely to be interested in knowing
why a particular applicant was predicted to be a potential
defaulter. An instance-level explanation method, that was
developed to explain document classification, could be used
to explain the predicted class (Martens and Provost 2014).
In this case an explanation would be defined as the minimal
set of likes/interactions such that removing this set changes
the class. A possible explanation could be: If the user would
NOT have liked (“Who cares about data science?” “Credit
scoring is boring”) then the class would change from default
to non-default. These explanations are useful to the model
developer and can help to detect possible misclassifications
by the model. Due to confidentiality reasons, we cannot pub-
lish the actual explanations of our predictions. For further
information regarding the implementation of this method,
we refer to (Martens and Provost 2014).

5 Conclusion
In this paper, we investigated the potential of Facebook data
for microfinance credit scoring. The good predictive perfor-
mance of the generated models allows to automate the credit
scoring process for microfinance to massive settings, mainly
thanks to the ability to include the difficult concept of char-
acter.

The splitup in different data categories shows that there is
a significant difference in the predictive power of each, with
interest-based data being the most valuable. It should be
noted however that our methodology is limited to the setting
where Facebook data is available, which is not always the
case in microfinance lending. Also, the validity of our re-
sults is limited to this specific application on a dataset from
the Philippines. It would be interesting to see to what extent

these findings on BFFs and friends, as well as the superiority
of interest-based data translate to other applications.
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